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FOREWORD 

Literature in the field of nomography is nowadays so extensive 
tha t in many languages textbooks of nomography and collections 
of nomograms for various branches of technology are published 
separately. 

This book is not a collection of nomograms but a manual 
to teach nomography. The examples contained in it are not 
meant to give ready-made solutions for the use of engineers but 
serve as illustrations of the methods of constructing nomograms ; 
tha t is why most of them are given without any comment regarding 
the technical problems from which they have arisen. 

The importance of geometrical transformations, and partic-
ularly projective transformations of a plane, has been specially 
stressed. The traditional method of providing the best form 
of a nomographic drawing within the given variability limits 
of the parameters occurring in the equation, a method consisting 
in a suitable choice of units for various functional scales, has 
been replaced in this manual by a method of transforming an 
arbitrary nomogram satisfying the given equation. Thus the 
finding of the so called modules, which is different for every 
type of equations dealt with in nomography, has been replaced 
by one method: a projective transformation of an arbitrary 
quadrilateral into a rectangle. 

Accordingly, Chapter I begins with the necessary informa-
tion on the projective plane and collineation transformations. 
They have been approached both from the geometrical and the 
algebraical point of view: the geometrical approach aims a t 
permitting the use of elementary geometrical methods in drawing 
collineation nomograms consisting of three rectilinear scales 
(§§ 10-13) while the algebraical t reatment concerns nomograms 
containing curvilinear scales. The necessary algebraic calculation 
has been developed as a uniform procedure involving the use 
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8 FOREWORD 

of the matrix calculus. The chapter ends with information on 
duality in the plane. 

Chapter I I contains the fundamental data concerning functio-
nal scales. 

In the first par t of Chapter I I I those equations are singled 
out which can be represented by elementary methods without 
the use of a system of coordinates. Those equations are most 
frequent in practice and it has seemed advisable to give the 
simplest methods for them. The remaining cases (§§ 15-19) 
require the use of algebraic calculation. The second par t of Chapter 
I I I deals with nomograms with a binary field (lattice nomo-
grams) : it has been stressed t ha t from the algebraical point of 
view it is only necessary to pass from the coordinates of a point 
to the coordinates of a straight line. 

In Chapter IV the methods discussed in the preceding chapters 
are used for constructing combined nomograms. 

Chapter V is an introduction to mathematical problems which 
have arisen in the analysis of the methods of constructing nomo-
grams. Besides solutions known in literature, such as the so 
called Massau method and the criterion of Saint Robert, § 31 
contains an algebraic criterion of nomogrammability of functions, 
which is a realisation of an idea of Duporq (Comptes Rendus 1898). 
I t finally solves a problem which has only partially been solved 
by other authors, who have been using complicated, practically 
inapplicable methods. 

My manuscript has been revised and corrected in various 
places by Dr. K. Kominek from Prague, for which I owe him 
sincere thanks. 

T H E AUTHOR 



C H A P T E R I 

INTRODUCTION 

§ 1. Nomograms 

Nomograms are drawings made on a plane in order to replace 
cumbersome numerical calculations occurring in technology by 
simple geometrical constructions. Figure 1 is an example of 
a nomogram of this kind. I t is closely connected with the formula 

The numerical values of the variable G are represented in 
the figure by points of the segment marked with the letter G\ 

each number contained between 1000 and 10000 has a point 
of this segment corresponding to it, and vice versa ; in Fig. 1 only 
the points corresponding to numbers 1000, 2000, . . . , 10000 are 
marked, but it should be understood of course tha t intermediate 
points correspond to intermediate values. The same can be said 
of the numerical values of the variable d contained between the 
numbers 40 and 350 and the segment marked by the letter d in 
the figure, as well as of the numerical values of the variable 
Δ and the segment Δ in the nomogram. Now the close relation 
between Fig. 1 and formula (1.1) consists in the fact tha t the 
three numbers G0, d0 and Δ0 satisfy equation (1.1) if and only 
if the three points of the nomogram corresponding to those points 
lie on the same straight line. By way of example, points G0 = 2238, 
d0 = 82 and Δ0 = 1*52 have been marked on the nomogram. 
We thus see tha t the calculation necessary to findzl0 with given 
G0 and d0 is equivalent to the determination of a straight line 
joining points G0 and d0 in the nomogram, fixing the point of 
intersection of tha t line with segment Δ and reading the corres-
ponding number Δ0. 

Let us disregard for the present the method of executing Fig. 1 

9 
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10 NOMOGRAPHY 

(which will be dealt with in Chapter III) and consider the advis-
ability of constructing geometrical figures like the nomogram 
in Fig. 1. To begin with, it should be observed that the nomogram 
in question permits us to read number Δ0 only with a limited 
accuracy, depending of course on the magnitude of the segment 
corresponding to the given interval on Δ ; if that segment were 
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longer, the accuracy would be greater. The same applies to 
the remaining two segments, marked in Fig. 1 with letters G and d. 
In order to increase the reading accuracy we could thus enlarge 
the drawing (just as we use logarithmic tables with a larger 
number of digits in order to increase the accuracy of numerical 
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calculations). Obviously, we can restrict ourselves to enlarging 
only the lengths of the lines for instance, leaving their distance 
from one another unchanged, i.e. we can make a transformation 
of the plane of the drawing according to the formulas 

ξ = x, η = ky, where k > 1 (1.2) 

(it is assumed here tha t the segments G, d and A are parallel 
to the axis y); as we know, three points of a plane tha t lie on 
a straight line will be changed by this transformation into three 
new points also lying on a (new) straight line. (The transforma-
tion defined by formulas (1.2) produces an elongation of the 
plane in the direction of the axis y.) Therefore, if three numbers 
6r0, A0 and d0 satisfy equation (1.1), then the points corresponding 
to those numbers after a transformation according to formulas 
(1.2) will, in the new drawing, also lie on a straight line. The new 
drawing will also be a nomogram for the given equation. I t can 
thus be seen t ha t a nomogram corresponding to formula (1.1) 
may yield a new nomogram by being subjected to a suitable 
transformation. We are of course interested only in those transfor-
mations which to each three points tha t are collinear, i.e. lie 
on a straight line, assign three new points also lying on a (different) 
straight line. I t can be seen tha t the transformations defined 
by formulas (1.2) are not the only transformations of this kind; 
there are a great many such transformations. The choice of a suit-
able transformation to obtain the best form of the nomogram 
is of essential importance in nomography. 

Mappings of a plane which transform every triple of collinear 
points into another triple of collinear points constitute one of 
the branches of projective geometry. Our exposition of nomo-
graphy will be preceded by a discussion of the basic notions 
and theorems of tha t branch of geometry. 

§ 2. Projective plane 

2.1. Consider two planes αλ and a2 and a point S not lying 
on either of them (Fig. 2). To a point P1 of the plane ax let 
us assign such a point P2 of the plane a2 as to make the three 
points Pl9 P 2 , and S collinear. We can immediately observe 
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tha t this agreement assigns to every point of the plane a± a certain 
point of the plane a2 if and only if the plane a2 is parallel to the 
plane av If the plane a2 were not parallel to the plane al9 the 
points of the straight line nlt along which the plane ax intersects 
the plane a2 parallel to a2 and passing through the point S, 

F I G . 2 

would have no counterparts on the plane a2. Indeed, joining 
the point Νλ lying on the straight line nx to the point S in order 
to find the corresponding point N2, we should see tha t the 
straight line obtained would be parallel to the plane a2 (as one 
lying in the plane a2). Conversely, points corresponding to the 
points of the plane ax do not fill the whole plane a2, for we 
see tha t no point of the straight line z2 (the intersection edge 
of the plane a2 and the plane a[ parallel to ax and passing through 
the point S) would correspond to any point of the plane av 

Observe tha t if the points Pl9 Ql9 and Rt lying on the plane 
ατ have corresponding points P2 , Q2, and R2 lying on the plane 
a2 and one of these triples of points is collinear, then the other 
three points are also collinear (the points S, Pv P2, Rv R2, Ql9 

and Q2 are then lying on the same plane). We thus have here 
a transformation of the kind discussed in the preceding section. 

We find, however, tha t the use of this kind of transformations 
involves considerable difficulties, due to the fact tha t there 
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exist exceptional points and exceptional straight lines (the straight 
line nx on the plane a± and the straight line z2 on the plane a2), 

which have no counterparts on the other plane. Thus, for instance, 
to the straight lines of the plane a2 which pass through the point 
Z2 lying on the straight line z2 (Fig. 3) there would correspond 
lines which are parallel on the plane alt i.e. such as have no 
point in common. However, in the set of all straight lines passing 
through the point Z2 (and forming a so called pencil of lines) 

there is a straight line z2 which has no counterpart on the plane a2 ; 
consequently, the parallel lines form a set containing one element 
less than the set of the straight lines passing through the point Z2. 

FIG. 3 

In order to remove the inconvenience caused by the absence 
of points which would correspond to the exceptional points (on 
z2 or on nx) of the other plane, we extend the concept of 
plane in the following manner: 

We are accustomed to the use of the notion of direction in 
geometry. Let us include in the set of all points of a plane the 
set of all directions. In order to signify tha t directions will 
be regarded as elements of the same kind as points, let us call 
them points at infinity. We shall denote them, just as ordinary 
points (called ordinary points), by the letters A, B, ...,P adding 
the index oc: thus A™,B"°,..., P°°. Let us make one more agree-
ment : instead of saying tha t "the straight line p has the di-
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rection ^4°°" we shall say tha t "the straight line p passes through 
the point ^4°°" or tha t "the point A™ lies on the straight 
line p", and instead of saying tha t "two straight lines have 
a common direction I?00" we shall say tha t "two straight lines 
intersect a t the point i?00". I t will be observed tha t on a plane 
extended in this manner every two straight lines have a point 
in common (i.e. intersect); tha t point is an ordinary point or 
a point a t infinity. The set of all points at infinity on a plane 
will be called the straight line at infinity. The straight line 
a t infinity has one point in common with every ordinary straight 
line — it is the point at infinity of tha t line. A plane extended 
by points at infinity is called a projective plane. An ordinary 
plane, without points at infinity, is called a Euclidean plane. 

Now if ax and a2 are projective planes, it can easily be seen 
tha t there is a correspondence between the points of the plane 
a2 which lie on the straight line z2 and the points at infinity of 
the plane αλ and between the straight line z2 and the straight 
line at infinity z™ of the plane a2. Thus the correspondence 
defined at the beginning of this section and applied to the 
projective planes αλ and a2 is a transformation which changes 
the whole projective plane ax into the whole projective plane 
a2; it is termed a projective transformation of the planes ax and 
a2. Henceforth, by a plane we shall mean a projective plane. 

2.2. As we know, a Euclidean plane can be represented analy-
tically as a set of ordered pairs of numbers x and y (the so-
called coordinates) : points lie on a straight line if and only if 
their coordinates satisfy an equation of the first degree, i.e. an 
equation of the type ax+by-\-c = 0 in which a 2 + 6 2 > 0. 

The question arises how to represent analytically a projective 
plane. If we retain numbers x and y as the coordinates of an 
ordinary point, what should we assume as the coordinates of a 
point a t infinity? In order to answer this question let us take 
two straight lines intersecting at a point a t infinity: 

ax+by+c = 0 and ax+by+c' = 0 where c φ c'. (2.1) 

There are of course no numbers x and y tha t would satisfy 
both equations. However, write the ratio x1jx3 instead of x and 
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the ratio x2jxz instead of y. We obtain the equations 

a^+b^l+c = 0 and a-^+6 —+c' = 0 

or 

ax1+bx2-\-cxz = 0 and ax1-\-bx2
J
rc'x3 = 0. 

I t will be observed tha t the last two equations are satisfied 
if and only if we take 0 as x3. As xx and x2 we can take for instance 
the numbers b and —a. This suggests the idea of regarding the 
numbers xx = b, x2 =—a and x3 = 0 as the coordinates of 
the point a t infnity of the straight lines (2.1) on the projective 
plane. If x3 = 0, then every three numbers χλ, χ2 and x3 will be 
regarded as three coordinates of the new kind of the point 
(x1/x3, #2/^3)· Such three numbers xr, x2, x3 will be called homo-

geneous coordinates on the projective plane. 
The equation of the straight line will then be changed into 

the homogeneous equation ax1
J
rbx2

J
rcx3 = 0. Therefore, if a 

certain triple xl9 x2, x3 satisfies this equation, every proportion-
al triple kxl9 kx2, kx3 will also satisfy it. I t will be observed tha t 
every triple of numbers with the third number equal to 0, which 
is inadmissible in the substitution x = xx/x3 and y = x2'l^

 c a n 

be regarded, as we have just seen, as three coordinates of a 
point a t infinity, since, if it satisfies the equation of a certain 
straight line ax1-\-bx2-{-cx3 = 0, then it satisfies also the equation 
of every parallel line ax1

J
rbx2-\-c

,x3 = 0 for an arbitrary c'. 

Thus every triple of numbers xl9 x2, x3 with the excep-
tion of the triple 0, 0, 0 has a corresponding point on the pro-
jective plane, the same point corresponding to proportional 
threes. Thus the equation of the straight line on a projective 
plane is the homogeneous equation u1x1-\-u2x2-\-

/u3x3 = 0 in which 
the coefficients ult u2, uz are not all equal to zero. 

E.g. the equation of a straight line at infinity is of the form 

Ο ^ + Ο ^ + ^ = 0> i-e- x3 — 0, 

since it is satisfied by every triple of numbers xv x2, 0. Similar-
ly, the axis x has the equation x2 = 0 and the axis y the equa-
tion xx = 0. 
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§ 3. Projective (collineation) transformations 

3.1. A one-to-one correspondence between the points of two 
projective planes αλ and a2 (different or not) in which every 
triple of collinear points has a triple of collinear points assigned 
to it on the other plane is called a collineation transformation. 

The correspondence defined at the beginning of the preceding 
section (Fig. 2) provides an example of a collineation transforma-
tion. In tha t correspondence the points Xx and X2 of the planes 
a2 and a2 correspond to each other only if the straight line XXX2 

contains a certain fixed point S belonging neither to αλ nor to a2 ; 
for, as we have seen, in tha t transformation three collinear points 
always change into three collinear points. 

I t will be observed tha t if we take two collineation transform-
ations (Fig, 4) : 1° between the planes αλ and a2 and 2° between 

a) b) 
F I G . 4 

the planes a2 and a3, we can define a new transformation between 
the planes a2 and a3 regarding as corresponding points such 
two points Xx and X2 as correspond on the strength of trans-
formations 1° and 2° to the same point X2 of the plane a2. 

In Fig. 4 the above is shown in the case where both the trans-
formation of a± into a2 and the transformation of a2 into a3 are 
central projections (from point S and from point Sx) of one 
plane upon another. In Fig. 4a the planes αλ and a3 are dif-
ferent from each other, and in Fig. 4b a± = a3. 

The transformation of the plane αλ into the plane a3 is a col-
lineation transformation because the condition tha t collinear 
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threes of points should be changed to collinear threes is a transitive 
property. A transformation of the plane ax into the plane a3 

obtained by means of the transormations of αλ into a2 and a2 

into a3 is called a combined transformation or a superposition of two 
transformations. Obviously a transformation of the plane αλ into 
the plane an obtained by a combination of a finite number of 
projective transformations 

αλ into a2, a2 into a3, ..., αη_Ύ into α„, 

and also called a projective transformation, is a collineation trans-
formation. 

Our further considerations will concern certain properties of 
projective tranformations and a proof of a theorem that is essen-
tial for our purpose: 

Let Av Bl9 Cx and D1 be four arbitrary points on the plane ax no 
three of which are collinear, and let A2, B2, C2 and D2 be four 
arbitrary points on the plane a2 no three of which are collinear. 
Then there exists one and only one projective transformation of 
the plane αλ into the plane a2 such that point Αλ is changed to point 
A2, point B± to point B2, point C1 to point C2 and point Dx to 
point D2. 

In the proof we shall use both geometrical and analytical 
methods according to which of them give quicker results. We 
shall also find analytical methods of representing projective 
transformations. 

3.2. On an arbitrary straight line let us take two ordinary 
points A and B and an arbitrary point C different from point B 
(Fig. 5). Assume that a unit of measure and the sense on the 
straight line have been chosen. The fraction 

injvvhich AC and BC denote the measures of the vectors AC and 
BC (i.e. lengths provided with a suitable sign depending on the 
sense), is called the division ratio for the point C with respect 
to the points A and B. 
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I t will be observed tha t the number Xc does not depend either 
on the unit (by a change of the unit the numerator and the de-
nominator will be increased by the same factor) or on the sense 
(the change of vectors AC and BC to the opposite sense will 
cause a change of the sign both in the numerator and in the deno-
minator). The number Xc thus depends only on geometrical 
properties (on the position of the point C with respect to the 
points A and B). I t will be seen tha t for points lying between 

A C C B D D' 
O O 0 0 0 0 » 

F I G . 5 

the points A and B, for instance for the point 0 , we have Xc < 0, 
while for external points, for instance for the point D, we have 
XD > 0. I t is easy to see tha t for two different points X and Y 

we always have λχ φλΎ. Indeed, if both points were internal, 
like the points C and C for instance, then for AC > AC we 
should have Ac > λ& ; if, however, both points were external, 
like the points D and D' for instance, then for BD < BD' we 
should have 

, AD' AB , BD' AB BD AD 

BD' BD' BD' BD BD BD 

The definition of the division ratio does not comprise the 
point a t infinity. In view of the fact tha t for every sequence of 
points D1} D2, ..., Dn, ... divergent to infinity we have 

n-+oo BDn 

we assume XD°o = 1. 
If we are given four points A, B, C, D on a straight line 

and a t least the first two of them are ordinary points, then 
the number 

Ac : AD 

is called the cross-ratio of the four points A, B, C, D and de-
noted by the symbol (ABCD). 
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Obviously, if the pair of points A, B separates the pair of 
points C, D (i.e. if one point of the second pair lies inside the 
segment AB and the other point lies outside the segment AB), 

then (ABCD) < 0 because the numbers Xc and XD have opposite 
signs, while if the pairs of points A, B and C, D do not separate 
each other, i.e. either the points G and D lie inside the segment 
AB or the points C and D lie outside the segment AB, then 
(ABCD) > 0. 

In geometrical constructions fours of points for which the 
cross-ratio has the value —1 are particularly frequent: we call 
them harmonic fours. 

EXAMPLE. Let A and B be two ordinary points, S the mid-
-point of the segment AB and 2V°° a point a t infinity. Since Xs 

= A8/B8= — l and ANoo = 1, we have (ABSN°°) = λ8 : λΝ<*> =-l 

and thus the four points A, B, S, N°° are a harmonic four. 
Having three arbitrary points A, B, C of a straight line p 

let us assign to each point of the line p a number x=(ABCX). 

I t can easily be seen tha t the function defined in this way is 
reflexive, i.e. such tha t for different points X and X' we have 
x φ x . Indeed, x = Xc : λχ, and for different points X and X' 

we have λχ Φ λχ> ; consequently x φ χ'. 

3.3. Let A, B, C, D (Fig. 6) be ordinary points of the straight 
line p and W a point tha t does not lie on the line p. Joining the 

point W to the points A, B, C, D we obtain the straight lines 
a, b, c, d. At the vertex W let us choose a sense agreeing with 
the sense chosen on the line p (i.e. such tha t the angle (ac) 

FIG. 6
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is positive if the vector AC has a positive measure). We shall 
prove the following equality: 

( A B C D ) ^ ^ ^ - : ^ ^ . (3.1) 
sin (be) sin (bd) 

For this purpose let us draw a straight line TFTF', orthogonal 
to the straight line p, and using the well-known formulas for the 
area of a triangle let us write 

AC\WW'\ = \AW\\CW\ sin (ac) 
and 

BC\WW'\ = \BW\\CW\ sin (be) (*). 

Dividing these expressions we obtain 

Analogously we 

and thus 

i A C \ A c = = 
BC | 

AW\ 

BW\ 

have 

λ - A D -
D BD 

AW 

BW 

sin (ac) m 
Ar : AD — I 

sin (ac) 

sin (be) 

sin (ad) 

sin (bd) 

sin (ad) 

sin (be) sin (bd) 

I t will be observed tha t formula (3.1) also holds if the point 
D (or the point C) is a point a t infinity (then of course the straight 
line d or the straight line c is parallel to the straight line j?). Indeed, 
taking the sequence of points Dl9 D2, . . . , D„, ... and the sequence 
of corresponding straight lines dly d2, ..., dn tending to the straight 
line 7i, we obtain by (3.1) 

( ^ C i ) n ) = s i n ( a C ) : s i n W . 
sin (be) sin (bdn) 

Hence, in view of the continuity of the function sin x, we obtain 
in the limit 

sin (ac) m sin (an) 
lim (ABCD„) - (ABCN™, 
n-»oo sin (be) sin (bn) 

(*) AC and BC are the measures of the vectors on the axis p; 
\WW'\, ... are the lengths of the corresponding segments. 
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Since the right side of formula (3.1) depends only on the angles 
contained between the straight lines a, b, c, d, intersecting these 
lines by an arbitrary straight line p at the points Ax, B±, C1} Dx 

(Fig. 7) we obtain the equality 

{A^&DJ = (ABCD). 

This theorem is called the theorem of Pappus. 

The cross-ratios of two fours of points of which one is a central 
projection of the other are equal. 

3.4. The value of the cross-ratio of four points lying on a straight 
line is an invariant of the transformation defined by the so-called 
homographie function 

y where 
a b 
c d 

# 0 ( ! ) (3.2) ax-\-b 

cx+d 

for any constant a, 6, c, d. 
This means that any four points Xl9 X2, X3, X4 of the axis 

x have by (3.2) corresponding points Yl9 Y2, Υ$, Υ^ of the axis 
y with the same value of the cross-ratio 

(Υ,Υ,Υ,Υ,) = (Χ,Χ,Χ,Χ,). 

(i) If 
a b 
c d 

= 0, then, as we know, the fraction can be simplified and 

[a 6 I 
thus y has a constant value for every value of x. For , \φ 0 the 

homographie function is reflexive. 

FIG. 7
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P r o o f . It will be observed that if xt (or y() is a coordinate 
of the point Xf (or Yt) on the straight line x (or y), then 

v v axz+b 
11 J 3 — #3 V\ — 

cxz-\-d 
similarly 

c#3+a 

consequently 

1 4 _ _ X3 

^ 2 -*3 **V 

ax^b 

cxx-\-d 

ax2-\-b 

cx2-\-d 

X-t C/Xs 

Xo \JX-\ 

(ad—be) (x$—Xi) 

(cx%-\-d) (cx-L+d) 

(ad—be) (x^—x2) 

(cxz+d) (cx2+d) 

i+d 

i+d 

Replacing the index 3 by 4 we obtain 

Γχ F4 x±—xY cx2+d 

■*■ 2 ·* 4 *^4 *̂ 2 CX1-\-Ct 

which immediately gives 

(Fx Γ2 Γ3 Γ4) = ^ : ^ 1 = (ΧχΧ,Χ,Χ,). (3.3) 
x$ x2 x^ x2 

We thus see that the theorem, defined by formula (3.2), on the 
invariance of the cross-ratio in passing from the straight line x 
to the straight line y can be reversed ; namely the following theo-
rem holds: 

Every correspondence between points of two straight lines in 
which the corresponding fours of points have the same values of 
the cross-ratio can be written in the form of a homographie function, 

P r o o f . If Xx and Yl9 X2 and Y2, and X3 and Y3 are pairs 
of corresponding points, Xl9 X2, X3 and Υλ, Υ2, F3 being threes 
of different points, then for every pair of corresponding points 
X, Y we have 

( Γ 1 Γ 2 7 3 Γ ) = (Χ1Χ2Χ3Ζ), 
i.e. 

g/3—2/i. y—Vi = ^3—3q . x—Zi 

y% 2/2 y 2/2 χ3 χ2 χ x2 
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r · V-\~~V\ #3 —#1 Λ 1 Λ Denoting the fraction — : by — we have 

2/s V 2 x3 x2 a 

y-y2 x-x2 = a , 
y—Vi x~xi 

whence 

= (2/2—^2/1)^+^22/2—^ y 2 

(\—a)x-{-ax2—xl 

This is a homographie function. I t s determinant is different 
from zero because 

] yi-^yi ^22/1-^12/21 
/ \ / \ 2/3 2/1 ^3 X2 _j_ A 

I = (»2—^1) (2/2—2/1) — — · Φ 0. 
i 2/3—2/2 ^3—^1 

l—a ax2—xx I 

The homographie function plays an important role in nomo-
graphy. 

The theorem of Pappus and formula (3.3) imply an easy 
construction of points assigned to one another on the basis of 
a homographie transformation. 

Suppose tha t we have assigned to three points X1} X2, X 3 

of one straight line three arbitrary points Ylt Y2, F 3 of another 
straight line. The theorem which we have proved shows tha t 
there exists a homographie transformation (and only one such 
transformation) assigning to the points Xlt X2, X3 and X 

such points Ylt Y2, Y3 and Y tha t 

{YXY2Y,Y) = {ΧλΧ2Χ?Χ). (3.4) 

We shall now construct a point Y corresponding to an arbi-
t rary point X. 

On the straight line p we have the points Xl9 X2, X3 and 
on the straight line ρλ the points Yl9 Y2i Y3. For simplicity 
let us assume tha t Xx = Y± is a common point of the straight 
lines p and ρτ (Fig. 8). Let us join the points X2 and Y2, and 
then X3 and Y3 and denote by S the intersection point of the 
straight lines thus obtained. By the theorem of Pappus the points 
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of intersection X and Y of the straight line passing through the 
point S with the lines p and ρλ form together with the points 
Xlf X2, X* and Ylt F 2 , F 3 two fours satisfying condition (3.4). 

If every pair of corresponding points consisted of different 
points, as X[, X2, X'3 and Y[, Γ 2 , Y'z for instance, it would 
be sufficient to project the three points X[, X2, X'z onto the 
straight line passing through the point Yx in such a way as to 
locate the new three points Xlt X2, Xs in the same position as 
tha t considered before. The passage from the straight line p' to 
the straight line px requires projecting twice (from the point 
Sx and then from the point 8). 

FIG. 8 FIG. 9 

If the straight lines p and p± were not different, it would 
obviously be necessary to project three times (Fig. 9). We choose 
intersecting straight lines p and p1 and project the points X, 
onto the line p and the points Ff onto the line ρλ in such a way as 
to make the common point of the lines p and px correspond to 
the point Xx and to the point Yx. We then proceed as in the 
first case. 

I t will thus be observed tha t in every case we can construct 
by a finite number of operations of central projection a homo-
graphic correspondence such tha t given three points Xl9 X2, X 3 

have given three points Yl9 Y2i YB corresponding to them. 

3.5. Suppose we are given a projective transformation of a 
plane a± onto a plane a2 obtained by projection from a point 
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S which does not lie on either of the planes ax and a2 (Fig. 10). 
On one of these planes, e.g. on the plane av let us take points 
Aly Blf Cl9 D± lying on a straight line jpx ; they have correspond-
ing points A2, B2, C2, D2 on the straight line p2 of the plane a2. 
By the theorem of Pappus we have 

(Α,Β,Ο,Ό,) = (A2B2C2D2). 

FIG. 10 

If the correspondence between the planes a± and an is a super-
position of n—1 transformations each of which is a central 
projection, then we obviously have 

(ΑΒχΟ,ΰ,) = (AnBnCnDn). 

This means that the value of the cross-ratio of four points 
is an invariant of a projective transformation wThich is a combina-
tion of a finite number of transformations by central projection. 

3.6. Four points A, B, C, D of a projective plane no three 
of which are collinear determine the so-called complete quadri-
hiteral (Fig. 11a). I t is (unlike the quadrilateral of elementary 
geometry) a set of six straight lines, i.e. the set of lines AB, 
AC, AD, BC, BD, and CD each of which contains two of the 
given points A, B, Cf and D. These lines are called the sides 
of the complete quadrilateral and the given points are called its 
vertices. Opposite sides are such pairs of sides as have no common 
vertex; they are the pairs AB and CD, AC and BD, AD and BC. 
The intersection point of a pair of opposite sides is called a 
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diagonal point. The points P, R, and Q in Fig. 11a are diagonal 
points. 

We shall prove that every pair of vertices (e.g. B and C), the 
diagonal point lying on the same side as those vertices (point Q) 
and the intersection point of that side with the straight line joining 
the remaining two diagonal points (points M) form a harmonic 
four. 

For the proof let us take an arbitrary point S which does not 
lie on the plane of the quadrilateral and denote by ß0 the plane 
determined by the points A, P, Q; denote by ß an arbitrary plane 

a) b) 

FIG. 11 

paralle to the plane ß0 (Fig. l ib) . I t can easily be seen that 
the projection of the quadrilateral ABCD from the point 8 onto 
the plane ß is a complete quadrilateral A'B'C'D' whose diagonal 
points P' and Q' are points at infinity. Indeed, the fact that 
ß 11 ß0 implies SP \ \ ß and SQ \ \ ß. The pair of sides AB and CD inter-
secting at the point P have a corresponding pair of sides A'B' 
and CD' parallel to SP, and similarly the pair of sides AD and 
BC intersecting at the point Q have a corresponding pair of sides 
A'D' and B'C parallel to the straight line SQ; the quadrilateral 
A'B'C'D' is thus a parallelogram. Consequently the projection 
M' of the point M is the centre of the segment B'C. As we know 
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(§ 3.2, example) (B'C'M'Q'00) = — 1 ; by the theorem of Pappus 
we have 

(BCMQ) = (B'C'M'Q'™) = - 1 , 

and thus BCMQ is a harmonic four. 

3.7. Let us take points A, B, C, D on a straight line x and 
consider whether there exists a pair of points X, Y for which 

(ABX Y) = - 1 and (CDX Y) = - 1 . 

I t will be observed at once tha t in view of the theorem of 
Pappus we can restrict ourselves to the case where the points 
A, B, C, D are all ordinary points (by projection every four of 
points may be reduced to a four of ordinary points with the 
same value of the cross-ratio). 

In order to solve this problem let us fix the origin of the 
coordinates a t the mid-point of the segment AB and denote the 
coordinates of the points A, B, C, D successively by x1, x2, x3, #4 ; 
we thus have xx = — x2. 

Obviously, if we also had x3 =—x^ the points X = 0 and 
Y = X°° would be the solution of the problem. 

Assume tha t such points X and Y exist and denote their 
coordinates by x and y. 

Numbers x and y should satisfy the equation 

(ABXY) = ^ ^ : - ^ ^ = - h 
x #2 y *̂ 2 

i.e. 

(χ-χλ) (y—x2)+(y—xi) (^—^2) = 0 

x x^ y χ^ 

(χ—χ3) (y—xj+iy—xs) (χ—χ^ = 0. 

Taking into account the assumption tha t χλ =—x2 we obtain 
the system of equations 

xy—xf = 0, 2xy—(x3+xA) (x+y)+2x3xA = 0, 

and 

i.e. 
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whence 

xy = χ\ and x-\-y = 2 -

It follows that x and y are the roots of the following equation 
of the second degree: 

z*-2 *»**+** z+x\ = o. 
*3 + *4 

This equation has real roots only if 
.2\2 ^ = 4 /^4±1\ 2 _ 4 α ; 2 > 0 

\ #3 + 4̂ / 

Therefore we must have (#3#4+#ι)2—χ\ (#3-|-#4)2 > 0, i.e. 
(#3—x\) (x\—x\) > 0. This means that either x\ < x\ and x\ < x\ 
or #| > ^1 and x\ > xf. In the first case the points C, D lie inside 
the segment AB, in the second case the points A, B lie inside 
the segment CD. In such cases we say (§3.2) that the pairs A, B 
and C, D do not separate each other. 

Consequently for given pairs of points A, B and C, D a com-
mon pair of points X, Y forming harmonic fours with the given 
points of both pairs exists only if the pairs A, B and 0, D do not 
separate each other. 

3.8. Let us take on a plane a arbitrary points A, B, C, D, no 
three of which are collinear, and on a plane ß arbitrary four points 
Af B, Cy D, of which again no three are collinear. Then there exists 
a protective transformation of the plane a onto the plane ß which 
assigns point A to point Af point B to point B, point C to point 
C and point D to point D. 

In particular we shall prove that this transformation is a su-
perposition of several transformations which are projections 
of one plane onto the other (from an ordinary point or from 
a point at infinity). 

In the proof we shall speak of a translation of a plane by 
a vector which is not parallel to it (Fig. 12a) and of a rotation 
of a plane about a straight line s lying off that plane (Fig. 12b). 
Assigning to point X, which is a point of the plane in its initial 
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position, point X' after the translation or rotation of the plane, 
we shall see tha t the transformation defined in this manner is 
a projection from the point a t infinity $°°. In the case of trans-
lation the point $°° is the point a t infinity of the vector XX' 

and in the case of rotation through an angle different from π the 
centre of projection is the point a t infinity of a straight line 
perpendicular to the plane of symmetry of the rotation angle. 

a) b) 
F I G . 12 

Proceeding now to the proof let us assume tha t the planes 
a and β intersect along an ordinary straight line which does 
not pass through the point A and tha t both A and A are ordinary 
points i1). Consider the following transformation, consisting in 
projections of one plane onto the other: 

a. A translation of the plane a (Fig. 13a) by the vector AA 

(lying off the plane a) so as to transform the quadrilateral ABCD 

into the quadrilateral A'B'C'D', with A' = A. 

b. A projection of the plane α' (Fig. 13b) onto the plane a " 
passing through the straight line AB from the point S1 of inter-
section # ! of the straight lines B'B and P'P (the points P' and 
P are diagonal points of the corresponding complete quadri-
laterals). The projection centre $x exists because the points 

(*) I t follows from the assumption tha t at least two of the points 
A, B, C, D are ordinary points. 
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a) 

b) 

1 

c) 
FIG. 13 
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Β', Ρ', Α' and the corresponding points B, P, A lie on the same 
plane. We thus obtain a quadrilateral A"B"C"D" two vertices 
of which, A" and B"', coincide with the points A and B, and 
moreover the diagonal point P" coincides with the point P . 

c. A projection from the point of intersection S2 of the straight 
lines C"C and D'"D, which finally transforms the quadrilateral 
A"B"C"D" into the quadrilateral ABCD. The projection 
centre S2 exists because the points C", B",P", equal to the 
points C, D, P respectively, lie on the same plane. 

We have thus proved the theorem. 

3.9. A projective transformation is, as we know, a collinea-
tion transformation because it transforms every triple of 
collinear points of one plane into three collinear points of the 
other plane. We shall prove tha t the projective transformation, 
just defined, of the plane a into the plane β, assigning four points 
A, B, C, D to given four points A, B, G, D, is a colline-
ation transformation satisfying a given condition. This means 
tha t if f(X) and g{X) are two collineation transformations which 
satisfy the conditions f(A) = Ä = g(A), f(B) = B = g(B), f(C) 

= C = g(C) and f(D) = D = g(D), then we have to prove tha t 
for every point X of the plane g(X) = f(X). 

We shall denote by X = f^(X) a transformation inverse to 
the transformation X =f(X)y i.e. such as assigns a point X to 
every point X. Thus, according to our agreement, /^(/(X)) = X 

and similarly / ( / ^ ( X ) ) = X. 

Suppose tha t we are given two collineation transformations 
f(X) and g(X) of a plane a into a plane β. We are to show 
tha t the transformations f(X) and g(X) are identical, i.e. t ha t for 
every X we h a v e / ( Z ) = g(X). Accordingly let us consider a map-
ping Y = /-1(gr(Z)) where / _ 1 ( X ) is a transformation inverse 
to f(X). Obviously this mapping, which will be denoted by Y 

= F(X)} transforms into themselves those points which corres-
pond to the same point X by the mappings f(X) and g(X)- I t 
follows tha t F(X) assigns to each of the points A, B, C, D the 
same points. Since F(X) is of course a collineation mapping, the 
problem is reduced to the following question : Is the transformation 
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F(X), which retains collinearity and assigns the same points 
to the points B, C, D (among which there are no threes of 
collinear points), necessarily an identity transformation, i.e. does 
F(X) = X always hold? 

To begin with, it will be observed that in every one-to-one 
correspondence retaining collinearity a harmonic four of points 
is transformed into a harmonic four. This follows from the fact 
that for three points A, B, C there exists only one point D such 
that (ABCD) = — l and that the point D can be obtained by 
drawing a complete quadrilateral ABMN with vertices A and 
B and the diagonal point C (Fig. 14) ; for in a collineation mapping 
a complete quadrilateral is transformed into a complete quadrilat-
eral. It follows (on the grounds of the considerations of § 3.8) 
that in a collineation transformation separating fours are trans-
formed into separating fours and non-separating fours are trans-
formed into non-separating fours. 

FIG. 14 FIG. 15 

We can assume without loss of generality that the points 
A, B, C, D have the coordinates 0, 0; 1, 0; 1, 1; 0, 1 respecti-
vely (Fig. 15). I t will be seen that the sides of the quadrilateral 
obtained are transformed into themselves, whence also the diago-
nal points, i.e. the points X00, 700 and R, are transformed into 
themselves. Now this implies that the straight lines RX™ > RY™ 
and X00 700 are transformed into themselves and that the points 
of intersection Z00 and C700 of the lines AC and BD with the straight 
line at infinity are transformed into themselves. It is now ob-
vious that the points of intersection E and F of the axis x with 
the straight lines DZ and CU are transformed into themselves; 
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their abscissas are — 1 and 2. I t can be shown by induction 
tha t every point of the axis x with a positive abscissa is trans-
formed into itself. But the fact t ha t the straight lines RX™ 

and BY™ are transformed into themselves implies tha t the point 
of the axis x with the abscissa 1/2 is transformed into itself, 
and, generally, all points of the axis x with abscissas n/2 where 
n is an arbitrary integer are transformed into themselves. Re-
peating this procedure we can see tha t all points of the axis 
x with abscissas n\4t are transformed into themselves, and then 
also all points with abscissas nj2k where n and h are arbitrary 
integers; they are the so-called dyadic rational numbers. As we 
know, they constitute a dense set on a straight line ^). 

We shall also prove that , if x is not a dyadic rational number, 
then the point X(x, 0) is also transformed into itself. I t would 
be sufficient of course to prove tha t if numbers dx and d2 are 
dually rational, with dx < x < d2 and x' denoting the abscissa 
of a point corresponding to the point X} then also d± < x' < d2. 

This, however, results directly from the proposition tha t the pairs 
of points D^d-L, 0), D2(d2,0) and X, Xe0 separate one another 
and from the fact tha t in every collineation transformation of 
a plane harmonic fours are transformed into harmonic fours. 
Indeed, in view of the theorem of 3.7, § 3, a pair tha t would 
be harmonic with the pair Dv D2 on one hand and with the 
pair X, X on the other hand does not exist. 

I t follows tha t there exists no pair harmonic with D[, D2 

on one hand and with Χ', Χ' on the other hand. Since D[ 

= Dl9 D'2 = D2 and X' = X, there exists no pair harmonic both 
with Z>lf D2 and with X', X. Thus DXD2 separates the pair 
X', X, i.e. x' lies between Dx and D2 or dx < x' < d2. This, 
however, holds for every pair of dyadic rational numbers dx 

and d2, i.e. the inequalities dx < x < d2 always imply the ine-
qualities d± < x' < d2. Hence X' = X. Thus every point of 
the axis x is transformed into itself; similarly every point of the 

(*) A set Z of numbers is called dense if in every interval {xl9 x2) there 
exists a number of tha t set, i.e. a number x belonging to Z such tha t 
#i < x < x2. 
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axis y is transformed into itself. This finally implies tha t every 
point of a plane is transformed into itself, q.e.d^1). 

We have proved a t the same time tha t every transformation 

of a plane which retains the collinearity of points is a projective 

transformation, i.e. can be obtained by a finite number of pro-

jections of a plane onto a plane. 

§ 4. Analytical representation of a projective transformation 

4.1. Consider two planes, a and ß. Denote the homogeneous 
coordinates on the plane a by xv x2, x3, and the homogeneous 
coordinates on the plane ß by yv y2, y3. 

Suppose we are given a tranformation of the plane a into 
the plane ß by means of homogeneous linear equations 

y1 = a11x1-{-a12x2+^33^3? 
y2 = a^+a^+a^Xo, (4.1) 

y 3 — α31Χ1~Γα32Χ2\α33Χ3 

with the determinant 
αΛ Ί αΛ « av 

A " 2 1 Φ 0 (4.2) 

where aik are numerical coefficients. From the assumption tha t 
A φ 0 it follows tha t every non-zero triple yv y2, y2. (i.e. a triple 
t ha t is different from the triple (0, 0, 0)) has a corresponding 
non-zero triple xl9 x2, x3, i.e. every point Y of the plane β has 
a corresponding point X of the plane a. The plane a is thus 
transformed into the whole plane β, the transformation being 
one-to-one. The coordinates xv x2, x3 of the point X corres-
ponding to the point Y are defined by the formulas 

Axx = Αι2/ ι+Λι2/2+Λι2/3> 
Ax2 = A^y^-Y A22y2-{-A22y3, 
Ax3 = A13y1-\- A23y2-{- A33y3, 

where Aik is a minor corresponding to the term aik in the deter-
minant A. (If A = 0, then, as we know, equations (4.1) would 
have a solution xv x2, x3 only for numbers yl9 y2, y3 satisfying 

(x) The proof given here is due to Professor S. Straszewicz. 
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a certain linear equation niy1~
irny2

J
rpy3 = 0; the whole plane 

a would then be transformed into a certain straight line of the 
plane ß. Since tha t case does not interest us here, we have 
assumed tha t A Φ 0.) 

We shall show tha t in transformation (4.1) straight lines 
are transformed into straight lines. 

Indeed, if we are given a straight line 

hVi+^+hVz = °> 
where the coefficients bv 62, b3 are not simultaneously equal 
to zero, then substituting in this equation the right sides of 
equations (4.1) we obtain 

*1 (^11 Xl"I #12*^2~T^13*^3/~Γ^2(tt21 Xl~T^22X2 l ^23*^3/ 

i.e., an equation of a straight line since the coefficients of xlt 

x2, x3, i.e. the numbers 

« l A + ^ A + ̂ A = ßV 
α ΐ 2 & 1 + α22&2 + «32 δ 3 = ^2> 
α ΐ 3 δ 1 + α23^2 + «33&3 = Ä » 

are not simultaneously equal to zero if blt b2, b3 are not equal 
to zero. 

We thus have a transformation retaining collinearity. We 
have shown tha t every transformation defined by formulas 
(4.1) is a protective transformation. We shall now prove tha t , 
conversely, every projective transformation can be expressed by 
formulas (4.1). For this purpose it is sufficient to prove tha t 
there exists a transformation of the form (4.1) which, for instance, 
transforms a quadrilateral with vertices X1( l , 0, 0), X2(0, 1,0), 
X3(0, 0, 1), X±(l, 1,1) into a quadrilateral with arbitrarily given 
vertices Υτ(αΐ9 α2, α3), Y2(bl9 b2, 63), Y3(c±, c2, c3), YA(dlt d2, ds) 

on the plane β. 

Before we define the coefficients aik of this transformation 
let us observe tha t there exist numbers u, v, w, none of them 
equal to zero, which satisfy the equations 

d1 = α1^+δ1ν+Γ12/; , 
d2 = a2u^b2v-\-c2vi\ 

^3 — ctsU-^b^v^Coiv. 
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This follows from the fact that each of the determinants 
ax bx cx 

a2 ^2 ^2 

a3 b3 c3 

3 

dx bx cx 

U>2 02 ^2 

% ^3 C3 

3 

ΰ ^ ( ^ Cj 

&2 ^2 ^2 

% ^ 3 C3 

3 

« 1 

a2 

« 3 

»1 

h 
h 

di 
d2 

d3 

is different from zero because none of the threes of points 1^, 
Γ2, 73 ; 74, Γ2, Γ3; 71? Γ4, 73 ; 73, Γ2, 74 is collinear. Let us 
multiply the coordinates of the points Ylt Y2, Y3 successively 
by u, v, w and take the following transformation: 

yx = a1ux1-\-b1vx2-\-c1wx3, 
y2 = a2uxx+b2vx2-\-c2wx3, 
y3 = α3ηχλ+^νχ2+ο3ν;χ3. 

It will be seen that by substituting successively the coordinates of 
the points X^l , 0, 0), X2(0, 1, 0), X3(0, 0, 1), X4(l, 1, 1) we obtain 
the coordinates of the points Y-^a-^u, a2u, a3u), Y2(b1v, b2v, b3v), 
Y^w, c2w, c3w), YA{dv d2, d3). 

We have thus proved that every projective transformation 
can be written in form (4.1). 

4.2. The so-called affine transformations, i.e. transformations 
through affinity, are a particular case of projective transformations. 

A projective transformation is called affine if every point 
at infinity has a corresponding point at infinity. As we see from 
formula (4.1) that occurs only if 

a31 = α32 = 0 and α33 φ 0. 
Since triples of proportional numbers are coordinates of the 

same point, we can assume that a33 = 1. Then, dividing both 
sides of the first two equations of (4.1) by y3 or by x3 (which 
is equal to y3) and replacing the fractions xjx3, x2\x<&<> Vilv^ 2/2/2/3 
by the Cartesian coordinates x, y, f, η, we obtain formulas 
defining the affine transformation 

ξ = anx+a12y+a13) η = a21x+a22y+a23. (4.3) 
From the assumption that the determinant (4.2) is different 

from zero, we obtain, on expanding it according to the terms of 
the third line, 

A = an a12 

a* 
Φ0. (4.4) 
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I t follows immediately from the definition of the affine trans-
formation (or from formulas (4.3)) that every pair of parallel 
straight lines lx and l2 is transformed into a pair of parallel 
lines l[ and V2. Indeed, an affine transformation transforms 
a whole Euclidean plane into a whole Euclidean plane, and thus 
if the straight lines l[ and l2 had a point in common, then 
the straight lines Ιλ and l2 would also have a point in common, 
which is contrary to our assumption. Thus a parallelogram is 
transformed into a parallelogram. 

Let us now choose three points A, B, C on a certain straight 
line I: the corresponding points Ar, B\ C lie on a straight 
line Γ. As follows from the considerations of § 3, we have the 
equation 

(A'B'C'D'00) = (ABCD™), 

where D°° and D'°° are by hypothesis corresponding points. Since 
the division ratio for a point at infinity is equal to unity, we 
obtain from the last equation 

A'C _ AG_ 

B'C ~ BC ' 

I t will thus be seen that all segments on the straight line 
I (e.g. AC and BC) undergo the same contraction (or elongation) 
after an affine transformation. 

We shall also prove that having three arbitrary non-collinear 
points M, N9 P on one plane and three arbitrary points M', 
Ν', Ρ', also non-collinear, on another plane, we can find such 
an affine transformation of one plane into the other that the 
points M, N, P will be transformed into the points M', N\ P' 
respectively. 

In order to find the coefficients aik of the required trans-
formation we write formulas defining the transformation of 
the points M(xmi yM), N(xn9 yn), P(xpy yp) into the points 
Μ'(ξΜ,ηΜ), Ν'(ξ„ηη), Ρ'(ξρ,ηρ): 

ξη = auxm+a12ym+a1Zi ηηί = a21xm+a22ym+a23, 
L = auxn +a12yn +α13, ηη = a21xn +a22yn +a23, (4.5) 
ξρ = anxp +a12yp +a13, η = a21xp +a22yp +a23. 
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I t will be seen tha t these two systems of equations with un-
knowns all9 a12, a13 and a21, a22 and a23 have a unique solution 
because the determinant (common to both systems) 

\xm V m -M 

W - \χη yn 1 

\XP VP l \ 

is different from zero, the points M, N, P not being collinear. 
I t must also be shown tha t the determinant of the affine 

transformation 

ξ = anx+a12y+als, η = a21x+a22y+a23, 

i.e. the determinant 

! «11 «12 I 
IV = > 

«21 «22 

is different from zero. Since equations (4.5) imply 

War 

Wa0 

f-
ίΜ 

fp 

Vm 

Vn 

Vp 

Vm 

Vn 

VP 

Vm 

Vn 

VP 

1 
1 
1 

1 
1 
1 

= w19 

= wZ9 

Wa12 = 

Wa^ = 

*m 

xn 

XP 

xm 

*n 
XP 

fm 1 
f- 1 
ΪΡ 1 

Vm ! 
»?» ! 

V, 1 

= w2, 

Wt, 

we obtain by substituting w in the determinant 

Wx W2 W2w = 
W* WA 

= W^t-WiW* 

= (Çnyp+Çpym+Çmyn-çPyn-ÇmyP-Çnym) x 
X(XnVp + X

PVm+XmVn — XpVn — XmVp-XnVm)-

-(Χηξρ + χρξηι + χηιξη-χηξ»ι-χρξη-χηιξρ)Χ 

x(yPvn+ymvP+yn'nm-ynVp-ypVm-ym'nn) 
= (^mVn + ^pVm + ^n'np — ^pVn — ^nVm-^mVp) X 

X ( ^ m 2 / n + ^ 2 / m + ^ 2 / p - ^ 2 / n - ^ 2 / m - ^ m 2 / p ) = WW, 

where 

W 
fm 
fn 

s, 

r\m 

Vn 

Vp 

1 
1 
1 
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Since W φ 0 and W' φ 0 (the points Μ', Ν', P' not being 
collinear), the determinant w is different from 0. 

4.3. We shall solve the following problem: 
Write the formulas for a projective transformation changing 

given four points Α(α±) a2, a3), B(blt b2, b3), C(cl9c2ic3)y and 
D(d1, d2, dz), no three of which are collinear, into four vertices of 
a rectangle. 

In order to transform the quadrilateral ABCD into the rectangle 
A'B'C'D' (Fig. 16) of the plane ß in such a way as to make 
the side A'B' parallel to the side CD' and the side A'D' parallel 
to the side B'C it is sufficient tha t the required transformation 
should assign to the diagonal points P and Q the points a t 
infinity P' and Q' lying on the axes of the system, i.e. the points 
(1, 0, 0) and (0, 1, 0). 

* · 

k 

W 

\Ä 

Q'*>< 

t 

ι 

c . p'oo 

SL·^ 
Va 

F I G . 16 

We shall give a solution which satisfies one more condition: 
The point A is transformed into the point (0, 0, 1), which is the 
origin of the system of axes yxJy^ and y2jy^. 

To begin with, it will be observed tha t the coefficients aik 

of transformation (4.1) should be determined in such a manner 
as to satisfy the following conditions: 

a. Every point of the straight line AB, i.e. the straight line 

3 ^3 

X2 

Xn 

= 0, 

should have a corresponding point (yv y2, y3) for which y2 = 0. 
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b. Every point of the straight line AD, i.e. the straight line 

i ^ι xi 

a« d< 

%3 d3 

2 ^2 

X» 

= 0 

should have a corresponding point (yv y2, y3) for which y1 = 0. 
c. Every point of the straight line PQ, i.e. the straight line 

\Pi Qi xi\ 

\p2 q2 x2\ = 0 , 

\p3 q3 Xo\ 

where pl9 p2, p3 and qL9 q2, q3 are the coordinates of the diagonal 
points P and Q, should have a corresponding point (yv y2, y3) 

for which y3 = 0. 
I t is obvious tha t conditions a, b and c will be satisfied if 

we assume 

Vi a2 

a3 d3 

d» y* = 
K 
h 
h 

Xl 

x2 

x3 

, y* = 

Vi 

P2 

V* 

Ql 

<l2 

$3 

xx 

x2 

x3 

EXAMPLE. Transform a plane by projection in such a manner 
as to have the points A{\y 1), 5 (4 , 0), C(0, 3), D00 (D00 being 
the point a t infinity of the line y = 2x) transformed into the 
vertices of a rectangle (Fig. 17). 

The homogeneous coordinates of the points A, B, C, Ό°° are, 
successively the threes 1, 1, 1; 4, 0, 1; 0, 3, 1; 1, 2, 0 (the point 
2)°°(1, 2, 0) being a point a t infinity because its third coordinate 
is 0 and it lies on the straight line y = 2x since the first two 
of its coordinates satisfy the equation of tha t line). 

In order to determine the coordinates of the point P we must 
solve the system of equations 

1 
1 
1 

4 
0 
1 

Xl 

x2 

x3 

= 0 (line AB), 

0 
3 
1 

1 

1 
2 
0 

χλ 

x2 

x3 

0 (line CD). 

By calculation we obtain numbers —5, 11, 7 as the coord-
inates of the point P. 
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Similarly, in order to find the coordinates of the point Q we 
must solve the system of equations 

4 
0 
1 

1 
2 
0 

xx 

# 2 

# 3 

= 0 (line BD), 

1 
1 
1 

0 
3 
1 

xx 

*2 

# 3 

= 0 (line AC). 

Hence we obtain numbers 11, —10, 4 as the coordinates of the 
point Q. 

FIG. 17 

We thus see tha t the formulas for the projective transform-
ation have the form 

Vi = 

y% = 

y z 

1 
1 
1 

0 
3 
1 

* 1 

# 2 

x3 

1 
1 
1 

4 
0 
1 

xx 

# 2 

x3 

— ΔΙΧΛ X&~I *5»*̂ 3» 

— X1~T^X2 4X3 , 

— O 

11 
7 

11 xx 

10 x% 

4 χΛ 

= 1 1 4 ^ + 9 7 ^ 2 - 7 1 ^ 3 . 

Substituting the coordinates of the point D°°, i.e. numbers 
1, 2, 0, we obtain yx = — 4 , y2 = 7, yz = 308 as the homogeneous 
coordinates of the point D'; the Cartesian coordinates are —4/308 
and 7/308. 
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Since the point A is transformed into the origin of the system, 
the given quadrilateral is transformed into a rectangle with sides 
1/77 and 1/44. 

4.4. The problem of a projective transformation of a plane 
which transforms a given quadrilateral into a rectangle is of 
fundamental importance for nomography. The method of solution 
which has been given here is not the shortest as regards calcula-
tion. The most convenient calculation for our purposes is that 
based on the properties of matrices. 

Here is what we need to know about matrices: 
Let m and n be natural numbers. Assume that every pair 

of natural numbers i, k, i ^ m, k ^ n, has a certain number 
aik corresponding to it: we thus have nm numbers aik. The 
system of numbers 

9( 

^ m 1 ^ m 9 · · · ^ m *ml u'm2 

= [«i*l (4.6) 

written in the form of a rectangular table with m rows and n co-
lumns is called a matrix. If m = n, then matrix (4.6) is called. 
a square matrix. 

Matrices Si = [aik] and â> = [bik\ are regarded as equal 
if they are identical, i.e. a-xk = b^ for all pairs of indices iy k. 

A matrix Si ' which results from a matrix Si by changing rows 
into columns and columns into rows is called a transposed matrix 
E.g. numbers 

"1 3" 
4 21 
2 - 8 j 

form a matrix with 3 rows and 2 columns, and the transposed 
matrix 

Π 4 *1 
[_3 2 - 8 j 

has 2 rows and 3 columns. 
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Square matrices for which ait — 1 and aik = 0 for i φ h, 
i.e. matrices of the form 

"~1 0 ... 0 
0 1 ... 0 

0 0 1 
are called unity matrices. 

Consider two matrices 

« = 3̂  = 

A l fe12 

02i "22 b2p 

Pnl bn2 

of which the first has as many columns as the second has rows. 
The scalar product of these matrices is the name which we give 
to a new matrix with m rows and p columns, 

i , dn d12 

d 

dmi dm2 . . . dm 

in which 
dik = anblk+ai2b2k+ ... +ainbnk. (4.7) 

In the particular case where m = 1 and ^ = 1, i.e. where 
matrix 5i has one row and matrix 35 one column, the product 5Î33 
is a matrix composed of one number: 

[ana12...aln] 

bni 

KA -«12&21 + ain0nl\\ 

this number is called the scalar product of the one-row matrix 
9ii and the one-column matrix SBj. 

In the general case, in the product Si 3? we have, in accordance 
with formula (4.6), at the place of i, Jc the scalar product of 
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then 

and 

the row of matrix Si with the index i and the column of matrix 
3? with the index k. I t will thus be seen that the definition of the 
product of matrices is meaningful only if the length of row in 
the first factor is the same as the length of column in the second 
factor. 

I t is easy to see that, on the whole, a product of two matrices 
is not commutative, i.e. Si 33 Φ 2331. For example if 

-G l ] - »-C3· 
„S _ f 0 ψ >1 Γ0.2+1.8 0.3 + 1.01 Γ 8 01 

|_2 3JL8 OJ [2.2+3.8 2.3+3.0J |_28 6j 
1 

m = \2 31Γ° 11 = Γ2 ·°+8 · 2 2.1+3.31 Γβ 111 
L8 0JL2 3J LB.0+0.2 8.1+0.3J |_° 8J 

However, the law of associativity does hold for the product 
of matrices: 

(«33)6= Si (336). 

We shall prove this for matrices having three rows and three 
columns (in the sequel only such matrices will be needed). 

The term dik of the product Si 35 has by definition the form 

whence the term xi} of the product (SIS?)(S has the form 
XU = diicij+di2c2j+di3c3j 

= (ailbll + ai2b21 + ai3b3l) Cij + (ail&i2 + «i2&22 + a/3&32)C2i + 

+ («il&13+ai2è23 + ai3&33)C3j · 

Similarly, denoting by eik the terms of the product 336, 
we have 

eik — ^ilClfc + î2C2fc + î3C3fc 

and denoting the general term of the product St(236) by ylJ} we have 

Vij = aiieij+ai2e2j+ai3e3J 

= a/1(èucli+612c2i+613C3^+ai2(&21c1J+&22c2j+è23%) + 
+ ai3(hlClj + b32C2j + b3ZCBj)' 



INTRODUCTION 45 

Obviously for every pair of indices i, j we have xtj = yïjf 

whence (SIS)® = Si(336). 
If the matrix is square 

Si 

αηΛ α, n l "Ή2 

we can form a determinant 

1*1 = 
&91 &9.< 

which is called the determinant of matrix Si. 
In the case where |Si| — 0, matrix Si is called a singular matrix, 

and if |Sl| φθ the matrix is called non-singular. 
A matrix formed from matrix Si by deleting certain columns 

and certain rows in it is called a submatrix of matrix Si. E.g. 
from the matrix 

' a b e d 

e f g h 

* J k I 

we can form a submatrix 

D ij-
From a given matrix Si let us form all square submatrices. 

Let (S denote that singular submatrix of matrix Si which has 
the largest number of rows (columns). The number of rows (co-
lumns) of submatrix ($ is called the rank of matrix Si. 

E.g. the matrix 

Pii] 
is of the first rank because the submatrix consisting of the term 
an , for instance, is non-singular but every submatrix with two 
rows is singular since its determinant is equal to zero. 
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If 5ί and 33 are square matrices with the same number of 
rows (columns), then the Cauchy formula holds: 

|*3?| = I W I , 

i.e. the value of the determinant of the product of matrices 2123 is 
equal to the product of the values of the determinants of matrices 
51 and 23. 

We shall prove the Cauchy formula for a matrix with three 
rows. 

Let 

21 
a19 a 

a21 a2, 
13 

tt33 

and 23 = 
hi 
hi 
hi 

612 

&22 

&32 

613 

hz 
hz 

It follows from the definition of the product of matrices 
21 and 23 that 

9133 = 
Γ α ΐΑΐ+αΐ2&21 + αΐ3&31 

a2\ h1 "1 ^22 ̂ 21 l #23 ̂ 31 

1 a31*ll + aZ2 hi + aZZ ̂ 31 

anb12+a12b22+a13b32 

a21 ^12 + #22 ̂ 22 + a 23 ̂ 32 
aZl ^12 l #32 ̂ 22 + #33 ̂ 32 

a l l&13 + al2&23 + ai3&33~| 

#21 ̂ 13 1 #22 hz + #23 ̂ 33 

#31 ̂ 13 + #32 ̂ 23 + #33 ̂ 33 J 

Let us apply to the determinant |2I3?| the formula for the 
addition of determinants differing only in the terms of one 
column, i.e. the formula 

^21 u22 

«31 «32 

«11 

«21 

«31 

«12 

«22 

«32 

Vl 

Vz 
Vz 

= «21 «2! 

#1+2/1 
#2 + 2/2 

#3 + 2/3 

Making repeated use of this formula we shall be able to write 
the determinant |2i2>| as a sum of 27 determinants of the type 

aubn axjbj2 alsbs3 

a2ihi a2ihj2 a2shz 
aZi h 1 #3./ h 2 a3s hz 

hlbJ2bs3 

au a, 
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The determinant on the right side of the equality is equal to 
zero if a t least two of the numbers i, j , s are equal. Obviously 
in the remaining cases the determinant is equal to |S(| or to 
— |Si | according to whether the three natural numbers i,j, s ara 
an even or an odd permutation. There are as many such deter-
minants as there are permutations of numbers 1, 2, 3. We 
thus have 

|3J9i| = {bnb22b3S+b21b32bn+b31b12b23~ 

ftn *>12
 hn 

b21 b22 623 

^31 ^32 ^33 

—bnbS2b23-

&99 Q">\ 

" ^ 3 1 ^ 2 2 ^ 1 3 ^21^12^33) 

= mm 

If a square matr ix Si is non-singular, then we denote by Si"1 

a matrix which satisfies the equation Si S i - 1 = S where 5 denotes 
a unity matrix. The matrix St - 1 is called inverse to matr ix Si. 

Let 

Sl = #00 a< 23 

Ο&α-ι Ctni 

be a given non-singular matrix, i.e. such tha t the value of the 
determinant ISil = W is different from zero. Assume tha t 

χ1λ x12 xlz 

vl = I # 2 1 *^22 *^23 

C31 ^32 ^ 3 3 

Multiplying Si by Si - 1 we obtain 

Si S i - 1 = 
^11**Ί1 T ^ W ^ l I # 1 3 ^ 3 1 # 1 1 ^12 I #12*^22 ~l # 1 3 ^ 3 2 

^ 2 1 Xl 1 I #22X'Z1 l # 2 3 X Z 1 # 2 1 *^12 I #22*^22"I #23*^32 

#31**'ll i #32*^21 H~ #33*^31 #31Λ'12_Ι_#32 '* :22~Γ #33*^32 

# 1 1 ^ 1 3 I ttl 2*^23 I # 1 3 ^ 3 3 

# 2 1 ^ 1 3 I #22 ̂ 2 3 i #23 *^33 

# 3 1 ^ 1 3 I " % 2 # 2 3 I # 3 3 X M 
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From the condition 

Γ1 
0 

[o 

0 
1 
0 

0] 
0 
lj 

m-1 = s = 

we have, by the definition of equality of two matrices, nine 
equations 

^ 1 1 # 1 1 ~ Γ α ΐ 2 # 2 1 l ^ 1 3 # 3 1 = *> 

^ 2 1 # 1 1 Γ ^22 # 2 1 l - 0 ^ * * ^ ! == ^» 

^31*^11 ~Ta,32X21 I % 3 # 3 1 = ^> 

^ l l # 1 2 ~ l ^12#22~l ^ 1 3 # 3 2 — ^> 

^21*^12 I ^22^22" I ^23*^32 = = ^> 

a31X12~Va?.2X22~Ta3ZX2\ o, 
^ 1 1 # 1 3 I α ΐ 2 # 2 3 ~ Γ α ΐ 3 # 3 3 = ^» 

^ 2 1 "^13~l a 2 2 # 2 3 ~ l a 2 3 # 3 3 ~ ^> 

α 3 1 # 1 3 ~ Γ α 3 2 # 2 3 ~ Γ α 3 3 * ^ 3 3 ~ *> 

whence we obtain uniquely 

x±1 = AnjW, x12 = Azi/W, #13 = A31jW, 
# 2 1 = = - ^12 / " » *^22 = = ^*22/ " ' ^ 2 3 = -^32 / " > 

# 3 1 = ^ 1 3 / " > #32 = = ^ 2 3 / " > ^ 3 3 = ^ 3 3 / " > 

where Aik denotes the minor of the determinant |5i| corresponding 
to the term aik. 

It should be observed that in the matrix 5ί-1 at the place of 
the term with indices i, k there is a number proportional 
to the minor of the term with indices k, i. Thus, in order to 
write the matrix Si"1, we must take the table of minors Aikf 

change its rows into columns and its columns into rows and 
divide each term of the matrix thus obtained by the value of the 
determinant W. 

4.5. Let us apply the matrix calculus to projective transfor-
mations. To begin with, it will be observed that the three formulas 
for a projective transformation of a plane (x1} x2i #3) onto a plane 
(yi> y21 y*)> 

2/1 = = Λ 1 1 # 1 Ί # I 2 # 2 I a i 3 # 3 > 

y 2 = Λ 2 1 # 1 ~ Γ α 2 2 # 2 ~ Γ α 2 3 # 3 > 

y3 ~ % 1 # 1 ~ Γ α 3 2 # 3 " Γ α 3 3 # 3 
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can be replaced with the aid of matrices by one formula 

[Vi 2/2 2/3] = l>i *2 %l 
^1 3 #9! 

If in a transformation defined by matrix s)i 
point X = (xv x2, xz) has a corresponding point Y = (1/1, y2,2/3), 
point X' = (x[, x2, x'3) has a corresponding point Y' = (y[,y2,yz), 
point X " = (x[f, x2, x'3') has a corresponding point Y" 

= {yï,yz,ya)> 

then we can write this in the following way: 

2/1 y 2 2/3" 

y'i yf2 y'z 

yï v't y*_ 
= 

#3 

^ 3 
/ r 

X% ns 

(4.8) 

On the grounds of the definition of the product of matrices 
and the Cauchy theorem on the product of determinants we can 
see that in the case where 51 φ 0 the three points Y, Y', Y" 
are collinear if and only if the three points X, X'', X" are col-
linear. 

Let us return to the problem of a projective transformation 
of a plane which transforms a given (non-degenerated) quadri-
lateral A BCD into a rectangle with sides parallel to the axes of 
coordinates. 

If we want to transform the side AB into a segment of the axis 
yx\yz and the side AC into a segment of the axis y2\y& we must 
transform 

point P{pl9 p2) Ps) into point Γ£° (1, 0, 0), 
point Q(ql9 q2, qz) into point Yf (0, 1, 0), 
point A(al9 a2, a3) into point A'(0, 0, 1). 

According to formula (4.8) we must find such a matrix 33 as 
would satisfy the equation 

Γ1 0 0" 
0 1 0 

[0 0 1 
= 

Pi P2 Pz 

Ql 02 % 

αΛ α9 a , 
23. 
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As we see, the matrix 33 is inverse to the matrix composed of 
the coordinates of points P , Q and A. 

Let us solve the following problem: 
Find the projective transformation which transforms the foui-

points .4(1, 3), B(2, 2), (7(4, 3), D(2, 4) into the four points 
A'{0, 0), J3'(l, 0), C"(l, 1) Z>'(0, 1) and find the coordinates of 
a point M' into which the point M(5, 1) will be transformed 
(Fig. 18). 

0 

to 
cAi 

a. », 
FIG. 18 

ff> 
it' £ ' & 

% 

1 2 x± 

3 2 #2 

1 1 ^3 

= 0, 

4 2 ^ 
3 4 #2 

1 1 a:s 

The coordinates of point P will be obtained by solving the 
system of equations 

= 0, 

since it is the point of intersection of the straight line passing 
through the points .4(1, 3, 1) and B(2, 2, 1) with the straight line 
passing through the points (7(4, 3, 1) and Z)(2, 4, 1). Elementary 
calculation gives the numbers —2, 6, 1 as the coordinates of 
point P . 

Similarly, the coordinates of point Q will be obtained by 
solving the system of equations 

= 0, 
1 2 xx 

3 4 x2 

1 1 *3 

= 0, 
2 4 ^ 
2 3 x2 

1 1 #3 
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since it is the point of intersection of the straight line passing 
through the points ^4(1, 3, 1) and D(2, 4, 1) with the straight 
line passing through the points B(2, 2, 1) and 0(4, 3, 1). We 
obtain the three numbers —2. 0, 1 as the coordinates of point Q. 

Let us arrange the homogeneous coordinates of the points P, 
Q and A in a matrix 

-2 —2 1" 
Si = I 6 0 3 | 

1 1 1 

It follows from our previous considerations that the matrix 
9l_1 should be found. The minors of the determinant |5t| have 
the values: 

0 3 
1 1 

-2 1 
1 1 

- 3 , 

^*31 — 
-2 1 
0 3 

= - 6 , 

A12 — 
6 3 
1 1 

Ano 

-2 1 
1 1 

= - 3 , 

- 2 1 
6 3 

= 12, 

^ 1 3 — 
6 0 
1 1 

6, 

^ 3 3 — 

^ 2 3 — 

-2 - 2 

6 0 

- 2 - 2 
1 1 

- 1 2 , 

= 0, 

and since |3i| = 18, we obtain the following inverse matrix: 

Γ - 1 / 6 - 1 / 6 1/3] 

[ - 1 / 3 2/3 2/3J 

We thus have the projective transformation 

[Vi V2 2/3] = [*i *2 **] SI"1· 
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which transforms the quadrilateral ABCD into the rectangle 
A'B'C'D''. Let us find the coordinates of the points B' and D'. 

Substituting the coordinates of the point B for JO-% , Xo i x^, we 
obtain 

[2 2 1] 
-1/6 - 1 / 6 1/3 
1/6 - 1 / 6 0 

-1/3 2/3 2/3 
= [ - 1 / 3 0 4 /3 ] , 

and substituting the coordinates of the point D, we obtain 

-1/6 - 1 / 6 1/3Ί 
[2 4 1 ] | 1/6 - 1 / 6 0 I = [0 - 1 / 3 4 / 3 ] . 

-1 /3 2/3 2/3 

The point M(5, 1, 1) is here transformed into the point 

-1 /6 - 1 / 6 1/3" 
[5 1 1 ] | 1/6 - 1 / 6 0 

-1 /3 2/3 2/3 j 
= [ - 1 - 1 / 3 7 /3] . 

The point B has been transformed into the point ( — 1/4, 0, 1), 
and therefore its abscissa x1/x3 must be multiplied by —4 in 
order tha t the point B' have the abscissa 1. Similarly, the trans-
formation of the point D into the point (0, —1/4, 1) implies tha t 
the ordinate x2jx3

 m u s t be multiplied by —4 in order tha t the 
point D' have the ordinate 1. Consequently, we make an affine 
transformation multiplying every abscissa by —4 and every 
ordinate by —4. We thus finally obtain the pair of numbers 
12/7, 4/7 as the coordinates of point M\ which corresponds to 
point M. 

§ 5. Rectilinear coordinates. Correlation 

5.1. Consider three numbers 

ul9 u2, u3 (5.1) 

which are not all equal to zero. Assign to these three numbers 
a straight line with the equation 

u1x1+u2x2+u3x3 = 0 , (5.2) 

i.e. an equation in which numbers ult u2, u2 are coefficients. 
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It will be observed that under this agreement every propor-
tional three, i.e. a triple of numbers u[, u2, uz such that 

u[ : u2 : u'3 = ux : u2 : ud, (5.3) 

has the same straight line corresponding to it because the equation 

uxxx+u2x2-\-uzx^ = 0 

is, under the assumption (5.3), equivalent to equation (5.2). It will 
also be observed that non-proportional threes have different 
straight lines corresponding to them. 

Owing to these properties threes of numbers can be regarded 
as the so called rectilinear coordinates of a straight line, more 
exactly: as the homogeneous coordinates of a straight line. 

For example the straight line 

y = ax+b or x2 

x3 
= a 

x^ 
xz 

or αχχ—χ2^χζ = 0 

has the coordinates a, — 1 , b. 
The coordinates of a straight line passing through two points 

Α(αλ, α2, a3) and B(bx, b2, 63) are, as follows from the equation 

= 0, 
xx 

ax 

W 

x2 

a2 

h 

x3 

a3 

h 
the minors of the matrix 

[ ax a2 αΛ 
bx b2 63J 

i.e. the numbers 

uA = u9 = — W h 
ax a2 

bi b2 

Threes of numbers can thus denote both points and straight 
lines. If numbers a1, a2, a3 are the coordinates of a point P and 
numbers ll9 l2, U the coordinates of a straight line Z, then the 
point P lies on the straight line I if and only if the equation 

Zi^ + ^ag+Zgdg = 0 
is satisfied. 
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The following theorem is obvious — it is analogous to a well-
known theorem of analytic geometry in which numbers denote 
coordinates of a point: 

Three straight lines 

Ul ^1 + ^2 X2 + UZ *3 = 0, 

u[ χχ+η2 x2+u'3 x3 = 0, 

Ul #1 + ^2 X2~\~U3 X3 — V, 

pass through one point (ordinary or at infinity) if and only if 
the coefficients of the equations of those straight lines satisfy the 
following equation: 

0. 

Observe the geometrical significance of numbers ul9 u2f u3, 
which are the coordinates of the straight line I. 

ux 

u[ 

< 

u2 

u'2 

< 

u3 

u'3 

u3 

F I G . 19 

If ux Φ 0, w 2 ^ 0 and u3 Φ 0, then writing the equation in 
Cartesian coordinates we have 

■ + 1 = 0 or 
V = 1. 

Uo x3 u3 #3 — uzjux —u3ju2 

The straight line then intersects the axes x and y at the points 
with coordinates —uzjuv 0 and 0, —u3fu2 (Fig. 19). 
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If u% = 0, i.e. u1x1-\-u2x2 = 0, then the equation of the straight 
line for u2 φ 0 in Cartesian coordinates has the form 

V 

The straight line passes through the origin of the system and has 
a direction coefficient —ux\u2 . If, moreover, ux = 0, then the 
line in question is the axis x. 

If u3 φ 0 but a t least one of the numbers u± and u2 is equal 
to zero (e.g. u2 = 0), then we have the straight line 

u^x^u^x^ = 0 or x = —u^Ju^ 

if ηχφ0 it is a line parallel to the axis y, and if u± = 0 it 
is the straight line a t infinity x3 = 0. 

5.2. / / P'(a[, a2, a'3) and P"(a[', α2', α,") are faro different 

points, i.e. if 

ft f l > > / I I l 

ax :a2 : a3 φα^.α^. α3, 
(5.4) 

then the point P(xl9 x2, x3) is a point of the straight line P'P", 

if and only if there exist numbers A, μ not equal to zero and such 

that the following equalities hold: 

x1 = λαΊ+μα", x2 = λα2-\-μα2', x9 = λα^μαζ'. (5.5) 

P r o o f , a. If have values agreeing with formula 
(5.5), then of course the point P lies on the straight line P'P" 

because the equation of the straight line P'P" is satisfied: 

λα'^μα^ λα2+μα'2 λα^-\-μαζ' 

= 0. 

b. Now let P (xl9 x2, x3) be a point lying on the straight line 
P'P", i.e. let the following equation be satisfied: 

a2 az 

a'J aJ 
= 0. (5.6) 
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At least one of the minors 

à;* = *i ak 

a'/ ak' 

is different from zero. E.g. if 

<5l2 = 
«1 «2 

Φ0, 

then let us consider numbers λ0 and μ0 (uniquely defined) satis-
fying the equations 

α[λ0+α2μ0 = xlt α2λ0+α2μ0 = x2. (5.7) 

Let us substitute the left sides of equations (5.7) in equation (5.6) : 

«ί^ο+«2^ο « i ' ^ o + ^ V o #3 

0. 
6^2 t*2 3 

Expanding the determinant on the left according to the last 
column we obtain 

δ12χ3—α3δ12λ0+α'ζ( — δ12μ0) = 0, 

and consequently, in view of δ12φ 0, we have the equation 

Combining it with equations (5.7) we obtain a system of equations 
of form (5.5), q.e.d. 

5.3. / / the straight lines V\ux, u2, u'3) and U"(u[', u'2i u3) 

are different from each other, i.e. if 
I I I / II II Λ II 

ux : u2 : uz -φ ux : u2 : u3 , 

then the straight line U(ux, u2, u3) passes through the point of in-

tersection of the straight lines U' and TJ" if and only if there 

exist numbers λ and μ for which the following equalities hold : 

η1 = λη'1+μηϊ, u2 = Àu'2+μ^2', uz = λη3+μη3[. (5.8) 

P r o o f , a. The sufficiency of the condition is obvious since 
(as follows from the theorem of § 5.1) the straight lines U,U',U" 

pass through one point. 
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b. Now let the straight line U(uv u2l u3) pass through the point 
(Xlf X2, ^3)5 1 , e · I e * 

^ Λ + ^ 2 + % ^ 3 = 0; 

since at the same time 
t^Xi+u'2x2+vix3 = °> u,

1
fx1+u2x2+u3xz = 0, 

we have 
I ux u2 u* 

ux u2 u3 = 0. 

Hence we infer, as in § 5.2, that equations (5.8) hold. 
5.4. The definition of rectilinear coordinates allows us to 

define a certain special correspondence between points and 
straight lines in a plane. In order to simplify our considerations 
suppose that we have two planes π and π' (Fig. 20) on which the 
triples of numbers xl9 x2, x3 and x[, x2, x'3 denote coordinates 
of points and the triples of numbers ux, u2, u3 and u[, u2, u'z de-
note coordinates of straight lines. 

x2 
Xo 

x± 

F I G . 20 

Let us assign to every point X(xly x2, x3) of the first plane 
a straight line l(u[, u2, u'z) of the second plane if 

Correspondence of this kind is called correlation, 



58 NOMOGRAPHY 

We shall prove the following theorem. 

In a correlation, points lying on a straight line of one plane 

correspond, on the other plane, to straight lines ichich pass through 

a fixed point, i.e. lines of a certain pencil. 

The same can be expressed in a different way as follows: 
if a point runs along a straight line on a plane π, then the straight 
line corresponding to it rotates about a point. 

This follows directly from the considerations of § 5.3; for 
every point of the straight line passing through points (xx, x2, x3) 

and (x[, x2, x3) has coordinates 

λχχ-\-μχχ, λχ2+μχ2, λχ3-{-μχ3. (5.9) 

On the other hand, we know tha t the numbers u[, u2, u3, 

equal to the numbers of (5.9) respectively, are rectilinear coordi-
nates of straight lines of a certain pencil. 

I t will be observed tha t the following numbers are the coordi-
nates of the straight line passing through the points (xx, x.2, x3) 

and (x[, x'o, x'3): 

Xo XO . 

t I 5 

I X2 X 3 \ 

and the numbers 

u2 u3 

u2 u'3 
— 

Ux Wo 

u[ u'3 
> 

ux u2 

u[ u2 

equal by correlation to numbers (5.10), are the coordinates of 
the point W' on the plane π ' , through which pass the straight 
lines with the coordinates ux, u2, u3 and u[, u2, u3. 

I t will thus be seen tha t a straight line of the plane π has, 
in the correlation here assumed, a corresponding point on the 
plane π'. I t is essential for our further considerations tha t if 
point P lies on a straight line I, then the straight line p' cor-
responding to point P passes through point L' assigned to the 
straight line I. 

If a point runs over a curve C with parametric equations 

xx = φ (t), x2 = ψ (t), x3 = χ (t), 

·*Ί *^3 
/ / 

Xl XZ X-i XQ 

(5.10) 
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t h e n the straight lines corresponding to those points 

u[ = (p(t), u'2 = y)(t), u'3 = x(t) 

form a certain one-parameter family of straight lines R which, 
if the first derivatives of the functions φ, ψ, χ, are continuous, 
is the set of tangents to a certain curve C'; tha t curve is called 
t h e envelope of the family of straight lines R. 

F I G . 21 

I t will be seen that , under our assumptions, the tangent 
s0 to the curve C, which is the limit of the straight lines joining 
point P0 with point P which tends to point P 0 , has a correspond-
ing point SQ, which is the limit of the points of intersection 
of the straight l i n e ^ (corresponding to point P0) with the straight 
lines p' (corresponding to point P) (Fig. 21). 



C H A P T E R II 

EQUATIONS WITH TWO VARIABLES 

§ 6. Graph of a function 

6.1. Consider a function y = f(x) defined in an interval (a, 6). 
Assume tha t it is continuous and monotone, i.e. either increasing 
in the interval (a, b) or decreasing in the interval (a, b). 

The graph of a function is, as we know, the set of all points 
with the coordinates x and f(x), x assuming all values in the 
interval (a, b). 

If f(x) is a continuous function, its graph is a curve (Fig. 22). 

F I G . 22 

I n problems of natural science and technology continuous 
functions are the most frequent, the variability range of x being 
divisible into partial intervals in which the functions are monotone. 
In practice it is often necessary to find the values of the function 
f(x) for a great many values of the argument. If the function 
f(x) is expressed by a complex formula, the numerical calculation 
of the required values would be a lengthy and cumbersome-
business. We then execute the graph of the function, and, for 
reasons which will later become obvious, we usually choose-
different units on the axes of the system; thus points (0, 1) and 
(1 ,0 ) need not be equally distant from the origin of the system 

60 
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(0, 0). We find tha t for the required degree of accuracy the unit 
chosen in the figure can be so large as to make the graph 
replace the calculation of the values of the function. As follows 
from the definition of the graph of a function, from point x± on 
the z-axis we should draw a parallel to the y-axis and from the 
point of intersection of tha t line with the graph we should draw 
a parallel to the #-axis. The number yY obtained in this way is 
the required value of the function. 

We can avoid drawing lines parallel to the axes of the system 
if we perform the drawing on square paper. 

For example, suppose we are given the function 

s = 25-gt2/2 = 25 -0-4905 t2, 

defining the length of the pa th s (in metres) in relation to the 
t ime t (in seconds) ; according to the notation adopted in physics, 

F I G . 23 

we write t instead of x and a instead of y. At the time t = 0 
the pa th is s = 25 m ; thus it is the formula for the pa th in 
the case of a body falling freely under the influence of gravity 
from a height of 25 metres. 

Taking the interval (0, 7), we obtain a graph like the one 
in Fig. 23. Assuming tha t in a drawing it is easy to distinguish 
points a t a distance of 0-5 mm from one another, we can read 
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from the graph the time with an accuracy of 1/20 second and 
the path with an accuracy of 0-25 metre. Obviously, if we needed 
to know the pa th s with greater accuracy, we should have to adopt 
larger units on the s-axis. E.g., for the accuracy of 20 cm we 
should have to mark the division 20 cm at a point 0-5 mm 
distant from the origin of the system; then the point on t h e 
s -axis which is now marked 5 m would be marked 4 m. Thus. 
the drawing would have the dimensions 7 cm X6-25 cm. 

I t can be read from the graph tha t in time t = 4-5 sec t h e 
path s will be about 15 m, for example; similarly, we find t h a t 
for s = 9 m we have t = 5-6 sec. 

A change of unit on one axis results in certain cases in a con-
siderable drawing simplification. Thus for instance the graph 
of the function y = y/l6—0·64#2 for 0 < x < 5 forms an a rc 
of an ellipse (Fig. 24a) whose equation is 

0-64:X2+y2 = 16; 

Vi 

4 

3-

2-

1 ■ 

0 

1 

»■ 

a) 
5 X 
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4 

3-

1 ' 

( 

l 

) I I ■ \ 4 \ 1 i { 

b) 

assuming y/o-64# = ξ, i.e. adopting the unit λχ = yO-64 = 0-8 
on the #-axis, we obtain a circle (Fig. 24b) whose equation is 

P+y* = 16. 

6.2. The 'polar coordinates of a point P on a plane are, as we 
know, a pair of numbers φ, r, 0 ^ <p < 2π and 0 ^ r < oo of 
which the first denotes the angle between a constant half-line 
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with the origin 0 and the vector OP, and the other — the 
length of the segment OP. 

Given a function r=f((p), we obtain its graph as the set of 
those points with the coordinates ψ, r for which r = /(φ) (Fig. 25). 

a) b) 
FIG. 26 

As with the Cartesian coordinates, in some cases we can obtain 
a simpler drawing by changing the unit on one of the axes. E.g. 
the function r = 5 cos 2φ for 0 ^ φ Ĉ 45°, whose graph is the 
curve in Fig. 26a, can be represented through enlarging twice the 
unit of the angle φ (i.e. on substituting 2φ = φ) by the curve 
r = oeosçj, which, as can easily be seen, is a semi-circle with 
diameter 5 (Fig. 26b). 

We can use the graphs in Figs. 26a and 26b to read the values 
of r when φ is given and to read the values of φ when r is given 
(in the interval from 0 to 5). 

FIG. 25
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6.3. Besides the orthogonal and the polar systems of coordinates 
there exist many others, for the notion of systems of coordinates 
can be generalized in the following way: 

We are given a family of curves Rx and a family of curves 
Ry, different from Rx ; each curve Kx of the family Rx has a num-
ber x corresponding to it in a bi-unique manner; each curve 
Ky of the family Ry has a number y corresponding to it in 
a bi-unique manner. If one curve Kx and one curve Ky pass 
through every point P of part E' of a plane E and if the curves 
Kx and Ky have no other point in common in part E\ then the 
pair of curves Kx and Ky can be assigned in a bi-unique manner 
to point P ; the pair of numbers corresponding to the pair of 
curves Kx and Ky are called the pair of coordinates of point P. 

Let us take for instance points X0 and Y0 Φ X0 (Fig. 27) 
and let Kx denote a circle with origin X0 and radius x and 
Ky a circle with origin Y0 and radius y. 

F I G . 27 

If E' denotes one of the half-planes into which the straight 
line X0Y0 divides the plane, then every point P belonging to 
the half-plane E' has a corresponding pair of positive coordi-
nates x and y satisfying the inequalities 

\x—y\ < X0Y0 <x+y\ 

they are the coordinates of the point P. 
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We find, for instance, t ha t in this system of coordinates 
the graph of the function y = yx2-\-a is a straight line per-
pendicular to XQY0. 

Indeed, for every point of a straight line perpendicular to 
XQY0 and passing through point A with coordinates a and 
XQY0—a we have 

x*-a2 = u2 = y2-(X0Y0-a)2, whence x2+X2
0Yl~2aX0Y0=y2; 

thus it is sufficient to assume XjjFjj—2aX0F0 = a, whence 
a = (Ζ 2

0 Γ 0
2 -α) /2Χ 0 Γ 0 . 

The function y = cyx2+a for c φ 1 will of course have 
a curvilinear graph. Changing, as in the preceding examples, 
the unit on the ?/-axis, we can obtain, here also, a graph in the 
form of a straight line. 

Another example of coordinates will be obtained if we sub-
stitute ξ = x-\-y, η = %—y in the preceding example. 

I t can easily be seen tha t the curves Κξ are ellipses with foci 
XQ and Y0 and the curves K^ are halves of hyperboles with the 
same foci. 

In all the above-mentioned systems of coordinates the graph 
of the function y = f(x) may serve for reading the values f(xi) 

of the function for given values of the argument xh The reading 
involves a certain error, bu t the drawing can be made on such 
a scale tha t the error will be less than a given number. 

Drawings of this kind often replace very cumbersome calcula-
tions and are used in technology in cases where a function (or 
formula) occurs very frequently and the value of the function 
for a given argument ought to be found quickly. The commonest 
drawing for a function of two variables, however, is the so-called 
functional scale. 

Exercises 

1. Find the value k for which the substitution 

r' = r, φ' = k(p 

changes the graph of the function 

a 

b sin 3(p-\-c cos 3φ 

in polar coordinates into a straight line. 
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2. Concentric circles Ky and straight lines Kx parallel to one another 
form a system of coordinates in which the graph of the function 

y = yx2-\-(a — x cot a)2 

is a straight line if the point y = 0 lies on the straight line x = 0. Indicate 
the position of the straight line and find the units λχ and Xy in such 
a way tha t a given function 

y = \/Αχ2~+Βχ+0 

have a rectilinear graph. 
3. Two families of concentric circles Kx and Ky form a system of 

coordinates; show tha t the equation 

\/x2-a2 — \/y2-b2 = c 

is an equation of a straight line and indicate the system of coordinates 
in which the function 

y = }/ax2+b y/x^^c2 + d 

has a rectilinear graph. 

§ 7. Functional scale 

Suppose we are given a certain function, e.g. 

y = 2 }/x+ï for 0 < x < 5 . 

I t will be observed tha t the function is increasing and, as x changes 
from 0 to 5, y changes from 4 to 6. Let us draw the so called 
functional scale of this function. Therefore, let us mark on 
a segment a par t of the number axis from point 4 to point 6; 
we shall thus have points corresponding to the values of the 
variable y. We choose the unit according to the accuracy with 
which we want to read numbers y. E.g., if we require the 
error to be less than 0-01, the points of the number axis marked 
with numbers differing by 0-01 should be placed at a distance 
of about 0*5 mm from one another; since there are to be 200 
such intervals between 4 and 6, the segment will be 100 mm 
long (Fig. 28). Let us mark the values of function y on the 
left side of the vertical segment. Let us then substitute for 
the argument x—in succession—numbers 0, 0-1, 0-2, . . . , 5 and 
the intermediate numbers; after substituting the given number 
for x in the formula, let us mark tha t number on the axis at 
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the point at which we have already marked the corresponding 
number y. For instance, taking x = 1 we find that y = 2 y 5 
« 4*47 ; we then mark the number 1 for x on the right side of the 
segment at the point where we have already marked the number 
4·47 for y. 

6 i 

5 ,5 -

y _ 

5 -

4 , 5 -

4 -

Γ5 
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-

-2 

-1 
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5 
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■-

3 

X 

: 
2 

-1 

-o 

A drawing thus made is called the double scale of the function 
y = 2y#+4. Erasing the markings on the left side we shall ob-
tain the so-called single scale or the scale of function f(x). 

An essential feature of the double scale is the fact that the 
drawing is a part of the number axis y, i.e. that two numbers 
yx and y2 are always represented by two points which are end-
points of a segment whose length y±y2 is proportional to the 

FIG. 28
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difference of those numbers; the scale for x need not have this 
property, of course. Another characteristic feature of the double 
scale is the fact t ha t x and y determine one point only if they 
satisfy the equation y = f(x). 

Double scales of functions are component elements of nomo-
grams for functions of many variables, and consequently it is 
very important to discuss certain properties of functional scales. 

To begin with it will be observed tha t the double scale of 
the function y = f(x) can be obtained by means of a graph 
of tha t function. Indeed, drawing from point x0 (Fig. 29) a line 
parallel to the y-axis as far as the point of intersection with 
the graph of the function, and then drawing a line parallel to 
the #-axis, we obtain on the i/-axis a point which we also mark x0; 

this point also corresponds to the value of y0, and thus we have 
on the y-axis the same drawing as has been defined as the double 
scale of the function y = f(x). 

b & 

F I G . 29 

In the special case where the function f(x) is a linear function 
f(x) — ax-\-b the scale of arguments x is of the same character 
as the scale of the values of y : points Xx and X2 determine seg-
ments ΧλΧ2 whose lengths are proportional to the difference 
X2—X1 (Fig. 30). Such scales are called regular or uniform scales. 

If the scale is regular, then segments bounded by points 
differing by unity are equal. A segment like tha t is called the 
unit of the scale. Denoting by λχ the unit of the scale on the #-axis, 

FIG. 30



EQUATIONS WITH TWO VARIABLES 69 

we can see tha t the length of the segment XXX2 determined 
by the points corresponding to numbers xx and x2 on the scale 
is equal to λχ\χ2—χ1\, i.e. 

^ 1 ^ 2 — λχ\
Χ2 — χΐ\' 

I t can easily be seen tha t only linear functions y = ax-\-b 

have regular scales. If the scale is not regular (like the scale 
of x'es in Fig. 28 for instance), then we can consider a mean 
unit λ' between points ΧλΧ2 of the scale; it is a number λ' 

satisfying the equation 

X\X^ == A \x2—^ιΙ* 

Reducing the interval (xv x2) we come to the definition of 
the unit λΧο a t the point x0 of the scale as the limit of the quo-
tient of positive numbers : 

. XXo 
/L = hm — . 

X~*XQ X Xn 

In drawing functional scales it is interesting to observe the 
ratio of the unit λΧο a t point x0 of the scale of x'es to the 
unit Xy for the scale of ?/'s. As follows from the definition of the 
uni t Xy, we have 

**o . „ „ YYo _ , ; ly-ifoi_ \dy λΧ() : Àyo = lim — : lim — = lim 
X-+X, \x—x0\ y->y0 \y—y0\ x-+x* dx | 

= |/'(*o) 

since the segment XX0 is of course equal to (identical with) the 
segment YY0. 

We thus obtain the formula 

The ratio of the unit λΧο of the scale of #'es at the point x0 to 
the (constant) unit Xy is equal to the absolute value of the 
derivative of the function at the point x0. 

Let us take for example the function 

(7.1) 
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We find the derivative of this function: 

S/x+4 

Substituting in formula (7.1) the value of the derivative of the 
given function at the point x = 0 we obtain 

λ0 = λ,\1Ιιβ\=λ,Ι2, 
and substituting the value of the derivative at the point x = 5, 
we have 

A5 = A,|l/s/9|=V3, 
i.e., in the neighbourhood of the point x = 0 the unit λχ is equal 
to one half of the unit Xy and in the neighbourhood of the point 
x = 5 the unit λχ is equal to one third of the unit Xy. Thus 
the reading of the argument x in the neighbourhood of the point 
x — 0 is half as accurate as the reading of the value of y, and in 
the neighbourhood of the point x = 5 its accuracy is one third 
of the accuracy of reading the value of y. 

EXAMPLE 1. Draw the double scale of the function 

f(x) = (x*-3x2+6x)l50 

for the values of x in the interval 0 < x < 1-2; the error of 
the reading of x should be less than 0-01 and the error of the 
reading of y should be less than 0*001. 

To establish the units λχ and Xy let us find the derivative 

f'(x) = (3χ2-6ζ+6)/50 = [3(z-l)2+3]/50 . 

The derivative has its minimum value at the point x = 1. 
We thus have 

λχ:λγ>λ1 : λ , = / ' ( 1 ) = 0·06. 

I t follows from the terms of the problem that the unit λχ 

should be equal to at least 5 cm (λχ > 0-5 mm/0-01 = 5 cm), 
and the unit Xy should be at least 50 cm (Xy > 0·5 mm/0-001 
= 50 cm); we thus have the inequalities 

λχ > 5 cm, Xy > 50 cm, λχ > Xy 0-006 > 50 cm.0-06 = 3 cm. 
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These inequalities will be satisfied if we assume that 

λχ>λ1 = δ cm, i.e. Xy = Aj/0-06 = 5/0-06 cm = 83-3 cm. 

Since for the end-points of the interval we have 

/(0) = 0 and /(1-2) = 0-09216, 

with the limit Xy = 84 cm, for example, the length of the scale 
for y will be slightly less than 84 cm (Fig. 31). 
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R e m a r k . In cases where the function for which we are to 
draw the functional scale is given only for a finite number of 
arguments and is monotone, we usually draw first the graph 
and then, with its aid, the functional scale. To understand this 
better let us consider the following example: 
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EXAMPLE 2. Draw a functional scale for a function defined 
for the following values of the argument : 

x 1 0-3 ! 1-6 | 2-2 1 3-7 | 4-4 | 5-7 | 7-1 | 8-4 | 9-1 [10-7 
y | 0-9 | 2-6 | 3-2 | 5-1 | 5.6 | 6-6 | 7-4 j 8-1 | 8-4 , 8-8 

Let us mark the points with given coordinates in the ortho-
gonal system of axes (Fig. 32), and then, making use of the 

y k x 

to-J 

assumption of monotonicity, let us draw an approximate graph. 
We now draw vertical lines from points 1, 2, ... and the inter-
mediate points of the axis of abscissas, and horizontal lines from 
the points of their intersection with the graph as far as their 
intersection with the y-axis. Thus we have on tha t axis both 
the points corresponding to the values of x and the points corres-
ponding to the values of the variable y, assigned to the values 
of x on the strength of the table and by agreement. Consequently, 
we have a double functional scale. 

y k x 

to-J 
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Exercises 

1. Construct a double scale for the conversion of the degrees of Centi-
grade and Reaumur. 

2. Construct a double scale for the conversion of the degrees of 
Centigrade and Fahrenheit. 

3. Construct a double scale for the function y = izx2 in the interval 
1 <^ x <] 3 with reading accuracy up to two decimal places for x 
and y. 

4. Construct a single scale for the functions a. y = sin x for angles 
from 0° to 90° assuming Xy = 10 cm; b. y = 0-8 sin z for the same Xy. 
Combining the two drawings in such a way that the same points for y 
coincide, we obtain a double scale for the equation 

0-8 sin z = sin x, i.e. x = arc sin (0-8 sin z) 

whence we can read the values of x and z which correspond to each other. 
5. Construct a double scale for a function y(x) defined by the equation 

y5 — 3xy — 2x-\-l = 0 for the interval (0, 0-5) of the variable x; the drawing 
should be made to a scale tha t would ensure the reading error for x to 
be less than 0 0 0 1 . 

Hint: Draw a graph of the inverse function first. 

§ 8. Logarithmic scale 

A scale of a linear function is regular, i.e. the unit λχ is the 
same at each point x. This is an important property if reading 
accuracy is to be the same everywhere. However, in most problems 
of science and technology, the so called relative accuracy, given 
by the ratio of the error Ax to the value of x, i.e. the fraction 
Axjx = bw, is of greater importance. For it is obvious that if, 
for instance, we find the volume v of a sphere, then the same 
reading error Δν will have a different significance for different 
values of v; namely its significance is less for larger values 
of v; the only sensible measure of accuracy is then the ratio 
Avjv. 

Our problem is to find a scale which would be best in this 
respect, i.e. a scale for which the relative error bw = Ax\x would 
be constant at each point x of that scale. 

In order to find that scale, let us observe that the smaller 
the unit λχ at point x the greater the error Ax of reading the 
number x, i.e. that the product λ0Αχ has a constant value m for 
every scale. Thus the condition that the quotient bw = Axjx 
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or xjAx be constant is equivalent to the condition tha t the product 
χλχ = xmjAx = mjbw be constant. We thus have 

λχχ — c, i.e. Xy\f'{x)\x = c, and thus f,(x) = c1/x. 

The last equality gives by integration 

f(x) = c1 loge x = χλ log xjlog e = C log #. 

Consequently, the only functional scale for which the same 
relative accuracy obtains for every point x is the logarithmic 

scale. 

Let us construct a logarithmic scale for the logarithms with 
base 10 (Fig. 33a). For numbers y we have, as usual, a regular 
scale. Let us take for y the interval from 0 to 1. Knowing tha t 

log 1 = 0 , log 2 = 0,301, . . . , log 1 0 = 1 

we mark for x the values 1, 2, . . . , 10 on the right side of the 
segment, opposite the corresponding points of the scale for y. 

We mark the fractional values of # in a similar way, obtaining 
thus a logarithmic scale for x. 

If the scale length in Fig. 33a were 2-5 cm, we could distin-
guish on it the values of y with an accuracy up to three decimal 
places, since points differing by 0-001 would be spaced at a 
distance of 

25 cm/1000 = 1/4 mm. 

Increasing the scale length to 2-5 m we could obtain a double 
scale which would replace four-digit tables of logarithms. Fig-
ure 33b represents a 3/20 par t of such a scale, namely the part 
for y contained between 0-5 and 0*65. 

A characteristic feature of the logarithmic scale is the property 
of the logarithmic function defined by the formula 

log ab = log a + l o g b. 

From this equation we draw the following conclusions: 
a) In order to find on a (single) logarithmic scale the point 

representing a number ab, we must add the segment delimited 
by points 1 and a to the segment delimited by points 1 and b. 

b) In order to find on a (single) logarithmic scale the point 
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representing a number a/b, we must subtract the segment delimited 
by points 1 and b from the segment delimited by points 1 and a. 

Both operations can be performed on a slide rule by applying 
the so called movable scale to the so-called constant scale. 

file:///-365
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The multiplication result will be obtained on the constant 
scale only if it is contained between 1 and 10; the same applies-
to finding the quotient. The question arises what is to be done 
if the result is not contained between 1 and 10. Now, t he 
formula 

log 10a = log 10+log a = 1+ log a 

implies tha t the logarithms of numbers contained between 10 and 
10.10 will be contained on an extension of the scale, between 
1 and 2 of the y-scale; it should be observed here tha t the uni t 
of the ?/-scale is the segment between 1 and 10 of the x-scale 
since log 10—log 1 = 1. Therefore, disregarding the decimal 
point in the numbers denoting the values of the argument x, we 
shall have identical scales for x between 0 and 1 of the variable 
y and between 1 and 2 of the variable y. The same obtains of 
course for numbers x contained between 100 and 1000, etc . 
For the same reason the scale for x varying from 0-1 to 1, from 
0*01 to 0*1, etc., is, if we disregard the decimal point, identical 
with the scale of arguments between 1 and 10. I t will thus be 
seen tha t the logarithmic scale with base 10 is a periodic 
scale, the period being tha t par t of the scale which corresponds 
to numbers x between 1 and 10. 

On these grounds we can obtain the result of addition (multi-
plication or division) also in those cases for which no reading 
has so far been possible. Namely it is sufficient to shift the scale 
of the slide rule the unit of the logarithmic scale, i.e. to put 
10 in place of 1 or vice versa. 

Thus, seeking the product 8.3 for example we should put t he 
10, and not the 1, of the movable scale against 8, and we should 
read the result on the constant scale under the 3 of the movable 
scale. 

Exercises 

1. On a given segment AB draw a logarithmic scale for the interval 
from x = 310 to x = 745 by means of a parallel projection of the scale 
marked on the slide rule. 

2. Construct two logarithmic scales with the same logarithmic unit 
and then combine them by putt ing the point log 1 of the first scale upon 
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t h e point log 10 of the second scale and the point log 1 of the second 
«cale upon the point log 10 of the first scale. What equation is 
satisfied by the numbers appearing at the combined points of the two 
scales ? 

3. Construct the scales u = log x and v = log y, adopting for u a unit 
twice as large as the one for v; combine the scales putt ing the point u = 0 
upon the point v = 0 and u = 1 upon v = 2. What relation is satisfied 
by the numbers x and y represented by the coinciding points? 

4. Construct a nomogram for the equation y = x \ 3 consisting of two 
combined logarithmic scales. 

5. Construct a nomogram for the formula of the volume of a sphere 
v = 4r:r3/3 consisting of two combined logarithmic scales, for the interval 
3 < ^ r < 1 5 0 ; the relative error should not exceed 5%. 

§ 9. Projective scale 

Functions of the form 

*(*> = ^ <™ 
cx-\-d 

are particularly important for the construction of nomograms. 
If c φ 0, then the function h(x) is defined for all x except 

x = —d/c. 

Denote by H the set of all functions of form (9.1) for which 
t h e coefficients a, b, c, d satisfy the condition 

W = 
a îk0· 
c a 

Functions of the set H are called homographie functions. 

Obviously, if W = 0, then h(x) is a constant. 
To begin with, it will be observed t ha t : 

Every function belonging to the set H is monotone in every interval 

that does not contain the number x0 =—d[c. 

This follows directly from the fact tha t the derivative 

a(cxJ
rd)—c(ax^rb) ad—be W 

1 ~ {cx+df = {cx+df = {cx+df ^ 

for every x for which the function h(x) is defined has the same 
sign. Thus if W > 0, then h(x) is an increasing function, and if 
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W < 0, then h(x) is a decreasing function. Scales of homographie 
functions for which c Φ 0 are called protective scales. 

Before we proceed to the construction of protective scales, 
let us list certain properties of homographie functions. 

THEOREM 1. The set of all homographie functions forms a group 

if by the group operation we understand the formation of a compound 

function. (The unit element of that group is the identity function 

h(x) = x.) 

P r o o f . Let 

hx(x) = 
αλχ-\-\ 

c1x-{-d1 
and 

Cn X | " ttrt 

for 

W, | « i bi 
\c1 d1 

Φ0, w2 = 
a2 b2 

c2 d2 

Φ0, 

be functions belonging to the set H. We shall prove tha t the 
compound function \ (h2(x)) = h(x) also belongs to the set H. 

Indeed 

Jh(h2(xj) : 

a2x+b2 
a\ T+^i 

c2x+d2 a1(a2x+b2)+b1(c2x+d2) 
a2x+b2 

+dx 

c1(a2a;+62)+rf1(c2x+ii2) 
1c2x+d2 

(αλ a2+bx c2) x+K b2+bxd2) 

(a2c1+c2d1)x+(b2c1+d1d2)
 : 

and 

W 
a]^2 + ^lC2 #1^2 + 1̂ ̂ 2 

c2 d2 = w^^o. 
We shall prove, moreover, tha t for every function h(x) of t he 

set H there exists a function h0(x) such tha t h0 \h(x)\ = hlh0(x)J = x-

I t will easily be observed tha t if 

h(x) 
ax-\-b 

cx+d 
and 

I a b I 

\ c d\ 
0, 
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then 
d 

hJx) = , where 
0V ; -cx+a ' c a\ 

The theorem is thus proved. 

THEOREM 2. Ifh^x) and h2(x) are different homographie functions, 

then there exist at most two different values x' and x" such that 

h-^x') = h2(x') and h^x") =■ h2{x"). 

P r o o f . Let 

h{x) =
 aA?±^ for < = 1 ,2 . 

,v ; ctx+dt 

Equation h±(x) = h2(x) implies 

αλχ-\-^ a2x-\-b2 

c1x-\-d1 c2x+d2
i 

whence 

(9.2) 

{a1c2—a2c1)x
2+(a1d2+b1c2—b2c1—a2d1)x+(b1d2—b2d1) = 0 . (9.3) 

This equation generally has two roots; in the case where the 
coefficient a1c2—a2c1 is equal to zero, one of them tends to infinity. 

Suppose now tha t equation (9.3) has three different roots. 
As we know, it is satisfied for every value of x; in tha t case, 
however, equation (9.2) is also satisfied for every value of x. 

If neither of the numbers cx and dx is equal to zero, then also 
neither of the numbers c2 and d2 is equal to zero, and we obtain 
the proportion 

ax : bx : c1 : dx = a2 :b2 : c2 : d2. (9.4) 

If Cj = 0, then d1 φ 0 and c2 = 0 and also d2 φ 0 ; equation 
(9.4) is then satisfied. The same applies to the case d± = 0. 

Thus equation (9.4) always holds, i.e. h± = h2, contrary to 
our assumption. 

The theorem is thus proved. 
Suppose we are given two regular scales with arbitrary units 

and a point P belonging to neither of them. Projecting one scale 
upon the other by means of straight lines passing through the 
point P , we obtain on the second scale a double scale of a ho-
mographie function. In order to prove this let us place one 
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scale on the i/-axis of a system of orthogonal coordinates (Fig. 34) 
and let us express the second scale by means of parametric 
equations 

x — at+ß, y = yt+ô. 

Obviously, points with coordinates x, y corresponding to the same 
values of the parameter t form a regular scale; the unit of that 
scale is the distance between the points assigned, for example, 
to the numbers t = 0 and t = 1, i.e. y/a2+y2; we thus assume 
that α2+γ2 > 0. 

FIG. 34 

Point T', which is a projection of point T with coordinates 
at-\-ß and yt+d from point P(r, s) (r φ 0), will have coordinates 0, 
y satisfying the equation 

0 y 1 
at+ß yt + δ 1 

r s \ 
0, 

i.e. 

whence 
-y(at+ß-r)+s(at+ß)-rtyt+o) = 0, 

(sa—ry)t+sß—rô 
y = 

at+ß-r 
(9.5) 
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This is a function of form (9.1). In order to prove tha t it is ho-
mographie let us compute the determinant 

W = 
x—ry sß—rö 

a ß—r 
r(ry—as-\-ad—ßy) -

a ß -
y ô-

I t follows from the assumption tha t the abscissa r from point 
P is different from zero. 

If W = 0, i.e. if the determinant 

a ß -
y ô-

were equal to zero, then the system of equations 

r = at+ß, s = yt-\-à 

would have a solution with respect to t, and thus point P(r, s) 

would lie on the straight line t, which is not the case. Thus we 
have W Φ 0, i.e. the relation between t and y is a homographie 
function. This implies tha t a projection of a regular scale is a 
projective scale or a regular scale; as can be seen from (9.5), the 
projection is a regular scale if a = 0. This can be generalized by 
theorem 1 to projections of projective scales. 

THEOREM 3. A projection of a regular scale and a projection 

of a projective scale upon a straight line are projective scales or 

regular scales. 

By theorems 1-3 we can construct a projective scale if we have 
three points corresponding to three given numbers xl9 x2, x3. 

For example, suppose we are given points 6, 8, 11 on 
a straight line (Fig. 35). By theorem 2 there exists only one 
homographie function which assigns to those points the values 
6, 8, 11. In order to draw its scale, let us consider any regular 
scale whose point marked 6 coincides with the given point 6. 

Connecting by straight lines the points 8 and 8 and the points 
11 and 11 of the two scales, we shall obtain at their intersection 
a certain point P. A projection of the regular scale from point 
P upon a given straight line is a projective scale (Theorem 3); 
since, however, tha t projection coincides with the required scale 
a t points 6, 8 and 11, it is identical with tha t scale (Theorem 2). 
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In connection with the fact tha t , having fixed the end-points 
of the projective scale (in Fig. 35: x0 = 6 and x2 = 11), we can 
choose an arbitrary point in the figure to represent a certain 
intermediate value of the argument, we are confronted with the 
following two questions concerning the accuracy of the scale: 

a) How can we construct a projective scale which would give 
the best possible absolute accuracy of reading? 

b) How can we construct a projective scale with the best 
possible relative accuracy of reading? 

F I G . 35 

The first question can be answered immediately. Since the 
regular scale is the best scale for absolute readings, the projective 
scale will be the more suitable the better approximation it is of 
the regular scale. Thus the arithmetic mean of the end-points 
(xQ-\-x2)j2 should be taken as close as possible to the geometric 
mid-point of the scale segment in question. 

In case b we should select a projective scale which would 
approximate a logarithmic scale as accurately as possible. This, 
as we know, is equivalent to the condition tha t the product 
\χ\λχ of the absolute value of the argument and the unit for scale x 
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be, in the interval (x0, x2), a function of as little variation as 
possible. Seeking a homographie function satisfying the required 
conditions involves very cumbersome, though elementary, com-
putations. In practice we obtain a satisfactory approximation if 
we connect the mid-point of the interval (#0+#2)/2 on a regular 
scale (point r0 in Fig. 36) with point (χ0+χ2)\2 of such a lo-

F I G . 36 

garithmic scale I on a given straight line that points x0 and x2 

of that scale coincide with points x0 and x2 of the required projec-
tive scale. Projecting from point P (of intersection of that 
straight line with the line joining points x2 of the scales) we 
obtain the projective scale r on the given straight line. This 
scale will coincide with the logarithmic scale at three points: 
xo> (^0+^2)/^ and x2. I t can easily be shown that both in one and 
in the other half of the interval (x0, x2) there are points at 
which the unit of scale r is larger than the unit of scale I and 
points at which the unit of scale r is smaller than the unit of 
scale Z. Hence in the interval (x0> x2) there exist also at least 
two points at which the units of the two scales are equal. 
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In practice we often have to solve problems approaching the 
one under discussion and concerning projections of logarithmic 
scales. We shall explain this by means of an example: 

Suppose we are given a one-parameter family of functions: 

4 + a log # 

defined in the interval 1-5 ^ x ^ 8-5. Find a function of that 
family which, in the given interval, approaches a linear function 
in the sense that the arithmetic mean of the end-points of interval 
y corresponds to the arithmetic mean of the end-points of in-
terval x. 

This condition can be expressed as follows: 

x. = i ^ ± 5 ± = 5, 2/(5) =/(1·5)+/(8·5). 

We thus have the equation 

3 log 5 3 log 1-5 3 log 8-5 
4 + a log 5 4 + a log 1-5 4 + a log 8-5 

i.e. 

2 (4+a log 1-5) (4+a log 8-5) log 5 

= (4+a log 5) (4+a log 8-5) log 1-5 + 

+ (4+a log 5) (4+a log 1-5) log 8-5 . 

Performing elementary calculations we find that a2 vanishes 
and we obtain approximately the equation 

0·444α+1·172 = 0, whence a = -2-64. 

The required function thus has the form 

/(«>= 3 1 o g x -
4-2-64 log x 

For x = 1-5 we have 

/(1-5) = 0-5283/3-532 = 0-15, 

for x = 8-5 
/(8-5) =2-788/1-54 = 1-81. 
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Drawing a regular scale on y with end-points 0-15 and 1*81 
at the points corresponding to the values x = 1-5 and x = 8-5, 
we finally obtain the required scale of a function, compounded 
from a homographie function and a logarithmic function, which 
in the given interval hardly differs from a linear function. 

If we wished to find only a single scale, the result could be 
obtained more simply by a geometrical method. For, as follows 
from our considerations in this section, it is sufficient to draw 
an ordinary logarithmic scale AB (i.e. the scale of the function 
y = log#) in the interval 1-5 ^ x ^ 8-5 (Fig. 37), then draw an 

F I G . 37 

arbitrary segment A 'B and finally make a projection of the scale 
AB upon the segment A'B from point 0, at which the straight 
line A A' intersects the straight line joining the point x = 5 of 
the scale A'B and the mid-point of the segment AB. 
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Exercises 

1. Construct a scale for the function φ(χ) = sin x for the interval 
(0°, 90°) and then, by projecting from a point, construct a scale for the 
compound function 

a s i n a - f ö 
φ{χ) = h(<p(z)) = ; — 

c sin x-\-b 

in such a manner as to make the point 45° the mid-point of the scale. 
2. Approximate by means of a projective scale a segment of a loga-

rithmic scale for arguments from 1 to 10 in such a manner as to obtain 
the least relative error. (A homographie function which assumes the same 
values for x = 1 and x = 10 as a logarithmic function is of the form 

1 0 - c x-l \ 
y== 9 x-c 7 

Hint : We should find a c for which the variation of function φ (x) = χλχ 

in the interval (1, 10), i.e. ^(10) — <p(l), has its minimum value. 
Solution. c = —5-64; the mid-point 5-5 of the scale is below the 

point 55 of the logarithmic scale at point x = 5-2. 
3. Prove tha t the homographie function y == h(x) which for x0, xlf 

x2 assumes the values y0, yif y2 respectively can be written in the implicit 
form: 

\xy x y 1 I 

^ο2/ο xo Vo 1 Λ 

Si2/i x1 yx 1 ~ 
I *22/2 *2 2/2 1 | 

4. Prove tha t by assuming for xt = , h(xx) = \Ώ.ΧΧ we 
In x2 — In x2 

obtain a better approximation of a logarithmic scale in the interval 
(x0f x2) than by assuming 

/ ^0 + ^2 \ __ j ^θΗ~^2 

\ 2 / = 2 ' 
Hint: Prove tha t 

x2 — Xo ^o i x% 
*o*2 < : < — — 

\nx2 — mx0 2 
for 0 < xQ < x2 (lncc denotes a logarithm with base e). 



C H A P T E R III 

EQUATIONS WITH THREE VARIABLES 

I. COLLINEATION NOMOGRAMS 

§ 10. Equations of the form Λ Μ + Λ Μ + Λ Μ = 0. Nomograms 
with three parallel scales 

10.1. The relation 
w = u+v (10.1) 

can be represented graphically by means of a very simple drawing 
composed of three regular scales on parallel lines (Fig. 38). Namely 
it is sufficient to take equal units for u and v and a unit half as 

F I G . 38 

large for w, and then place the scale for w half-way between the 
scales u and v, the zero points of the three scales being in line. 
A straight line intersecting the scales at points U, V, W delimits 

87 
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segments OU, OV, OW satisfying the condition 

20W = OU+OV. 

If we denote by λ the common unit on scale u and scale v, 

then the unit on w will be λ/2 in length and the equation will 
be of the form 

2Xw0j2 = λη0+λν0, i.e. w0 = uQ-\-v0. 

Figure 38 represents a frequent type of nomogram for a relation 
of three variables. I t is very convenient to read because for given 
two values of u and v (or u and w, or v and iv) we can find the 
corresponding value for w (or v, or u) by drawing one straight 
line. I t will be observed, however, t ha t the drawing is useful 
only if there is not much difference either in the variability 
ranges of u and v or in the required reading accuracies for those 
variables. 

10.2. Consider the case where the variability range for u is 
several times less than the variability range for v, while the 
required accuracy is several times greater for u than it is 
for v. 

The nomogram would form a trapeze with v as its greater 
base and u as its smaller base. In order to enlarge the unit ?.u we 
should have to enlarge the whole trapeze, which in many cases 
might prove practically impossible. 

The question arises whether it is possible to deform the 
nomogram so as to enlarge the unit for u considerably with 
respect to the unit for v, retaining nevertheless the character 
of the drawing, i.e. the collinearity of the three points representing 
the three numbers u, v, w, which satisfy equation (10.1). 

Obviously, we can admit all those—and only those—trans-
formations of a plane in which straight lines are transformed 
into straight lines. As follows from our considerations in § 3, 
Chapter I, those transformations form the set of all projective 
transformations of a plane. The problem which we are discussing 
a t present, however, is of a very simple nature and can be solved 
by direct elementary considerations. 

The task can be reduced to finding a projective transformation 
of a plane in which a given trapeze UU0V0V is transformed 
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into a rectangle with a given ratio of sides or into another trapeze 
with a given ratio of parallel sides. 

For this purpose, let us take a plane ß passing through scale 
u and on tha t plane a rectangle (or trapeze) UU0V'0V having 
a side in common with a given trapeze lying on another plane 

F I G . 39 

Since the straight lines VV0 and V'VQ are parallel, the straight 
lines V0VQ and VV intersect. Let the point S of intersection 
of the lines V0VQ and VV be the projection centre. Obviously, 
by projecting from centre 8 upon plane ß we obtain a new 
nomogram, in which numbers u, v, w satisfying the equation 
w = u-\-v are also represented by collinear points. This follows 
from the fact tha t a projection of three collinear points gives 
also three collinear points. 

I t will be observed tha t the scale V'QV, which is a projection 
of the regular scale V0V, is also a regular scale, because the 
straight lines V0V and V'0V (the bases of the scales) are parallel 
to each other. However, if the projection centre S is an ordinary 
point, then of course the units of those scales differ from each 
other. 

We have proved tha t there exists a transformation of the 
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nomogram of Fig. 38 into a nomogram with parallel scales in 
which the unit for u remains unchanged and the unit for v can 
be chosen arbitrarily. The w-scale will be observed to have moved 
from its central position towards the scale with the smaller unit. 

Owing to the existence of transformations of this kind, we 
shall make the drawing directly on plane ß, drawing on the par-
allel lines u and v regular scales with arbitrary units and arbitrary 
senses. As we shall see, the construction of the w-scale can be 
founded on properties of the transformed nomogram, i.e. without 
the use of projections. 

Nomograms in which readings are taken on a straight line, 
i.e. those in which points satisfying a given equation are collin-
ear, are called collineation nomograms. 

v 
160 

-150 

-140 

-130 

-120 

-110 

-100 

FIG. 40 

EXAMPLE 1. Let us draw a nomogram for equation (10.1) if 
u varies from 7 to 20 and v—from 100 to 160 : the unit for v should 
be one-fifth of the unit for u. 

On two parallel lines, u and v, we draw scales with a unit satisfy-
ing the required condition (Fig. 40). Knowing that the w-scale 
will lie on a line parallel to the lines u and v, we first determine 
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one point of the w-scale, e.g. w = 120, by two substitutions: u0 

= 20, v0 = 100, and ux = 7, v± = 113. Joining points u0 and v0i 

and points ux and vl9 we obtain at the intersection the point 
120 of the w-scale. Joining point 150 on v with point 20 on u we 
shall obtain point 170 on w. Other points can be obtained either 
in the same manner as point 120 or by completing a regular 
scale for which two points are known. 

R e m a r k . The nomogram constructed in Fig. 40 is con-
venient for finding the sum w when the components u and v are 
given since the w-scale is situated inside the scales for u and 
v and the reading results from interpolation. If the aim of the 
nomogram is to find the difference u of given numbers w and 
v, we must transform it so as to have the i^-scale placed inside 
the scales for w and for v. Accordingly, we pass a plane ß through 
the straight line u of the given nomogram (Fig. 41) and select 

F I G . 41 

on the plane a certain straight line v' parallel to line u. We choose 
the projection centre S on the plane containing the lines v and 
υ' (in order that v' be the projection of v) between those two 
lines. I t can be seen in the figure that the senses of the axes 
u' and v' will be different if they were identical on the axes u and v, 
and that the scale u = u' will lie between the scales w' and v'. 

Owing to this we can draw the nomogram for the difference 
u = w—v in the same way as for the sum, adopting arbitrary 
units for the parallel scales w and v and choosing opposite senses 
(Fig. 42). 
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10.3. On the grounds of what we have so far considered we 
can construct a nomogram consisting of three parallel scales, 
as in Figs. 38, 40 and 42, for every relation of the form 

fi(n)+Uv)+Uw) = 0 . (10.2) 

Indeed, on the strength of the substitutions 

u' =Mu), v' =/2(v), w' = -Mw) (10.3) 
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it is sufficient to draw first a nomogram for the relation w' 
= u'-\-v' (taking into account the limits for u', v', tv'), and 
then replace the regular scales u', v', w' by functional scales (10.3). 

EXAMPLE 2. Construct a nomogram for the formula 

z = nx2y)3 

for the volume of a cone with height y and base radius x, adopting 
for x the interval from 275 cm to 320 cm and for y the interval 
from 360 cm to 600 cm. 

The given formula is equivalent to the equation 

log z = 2 log x + log y + log π — log 3 . 

Substituting 

u = 2 log x. v = log y + log π — log 3 and iv = log z 



EQUATIONS W ITH THREE VARIABLES 9 3 

we obtain for u and v the intervals 

4-88 = 2 log 275 < u < 2 log 320 = 5-01, 

2-576 = log 360+0-02 < v < log 600+0-02 = 2-8 . 

We first construct a nomogram for the formula w = u-\-v 

(Fig. 43), adopting for u a unit about twice as large as the one 
for v, because every error in determining the logarithm of 
x is doubled on account of the coefficient 2. Point 7-6 of the 

u w v x z y 
°°Λ -600 

-550 

-500 

-450 

-400 

360 

w-scale is obtained by joining the points u0 = 5 and v0 = 2-6 
and the points ux = 4-9 and vx = 2-7; then drawing a straight 
line through the points u0 = 5 and νλ = 2-8 we find the point 
w = 7-8. 

Having determined the regular scales for u, v and w, we re-
place them by logarithmic scales for x, y and z substituting 
for x successively numbers 275, 276,277, . . . , 320, for y success-
ively numbers 360, 361, . . . , 600 and finally for z the numbers be-
tween z0 = (π/3) 2752 . 360 = 28600000 and z2 = (π/3) 320 2 . 600 
= 61400000. 

I t will be observed tha t the scale for z, just as the other scales 
of this nomogram, has the same relative accuracy a t every 

.Λ-σν—| OG\J j 

310-

300A 

390A 

280-

275: 
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point. Since, in the neighbourhood of point z = 40000000 for 
example, we can distinguish strokes differing by 100000, the 
relative error does not exceed 100000/40000000=1/4000, 
i.e. 0-25%. 

EXAMPLE 3. Let us construct a nomogram for the relation 
gd-85 

zj=3160 
^ 4 - 9 7 

considered in the intervals 40 < d < 350 and 1000 < G < 10000 
with the required reading accuracy of 4%. 

Introducing logarithms on both sides of the equation, we have 

log Δ = 1-85 log £-4-97 log cZ+log 3160. 

Substituting 

u = 1-85 log G, v = —4-97 log d, w = log Δ —log 3160 

we obtain the equation 
w = u-\-v; 

we have the following intervals for the new variables: 

5-55 = 1-85 log 1000 < u < 1-85 log 10000 = 7-4, 

-12-6 = - 4 - 9 7 .2-55 = -4-97 log 350 < v (10*4) 

< -4-97 log 40 = -4-97.1-6 = - 8 . 

The accuracy of the logarithmic scale is 4% if the logarithmic 
unit, i.e. the distance between the points corresponding to numbers 
log 1 and log 10 is at least 2-9 cm. For, by formula (2.1) of § 2, 
Chapter II, we have 

λχ:λ,= \f(x)\ = |(log x)'\ = (log e In x)' = ^ , 

and thus 
λχχ = ly log e « 0-43 λγ. 

For instance, if x = 100, then in order to retain the accuracy 
of 4% we must distinguish 96 from 100, i.e. we must have 
4A100 > 0-5 mm. We then obtain 

A100.100> ϋ ^ . = 12-5, 
4 
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i . e . 

0-43 Xy > 125 mm, whence Xy > 29 mm. 

Accordingly, we must construct a nomogram in which the 
logarithmic unit for Δ will be at least 2-9 cm. Let us first sketch 
a nomogram (the scale being 1:2) for the equation w = u-\-v in 

-7 -4 

- 1 0 

L - 5 5 5 
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the intervals (10.4). Adopting for u the unit 10/1*85 cm and for 
v the unit 10/4*97 cm, we obtain Fig. 44, which shows that the 
unit for w is more than 3 cm. The ultimate shape of the nomo-
gram will be obtained by drawing instead of u, v, and w the cor -
responding logarithmic scales; this is shown in Fig. 1. 
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10.4. In many cases a nomogram of the three parallel scale type 
requires further transformations in order that it should assume 
a form satisfying the required conditions. 

For example, suppose we are given the equation 

z2 = 2x2+2/3. (10.5) 

We construct a nomogram for the intervals 0 <J x ^ 5, 
0 ^ 2/ ̂ Ξ 4 in the same way as before. 

We substitute 

u = 2x2, v ~ y3, w = z2 

and draw regular scales for u between 0 and 50, for v between 
0 and 64, and for w exactly in the middle if the units are equal 
and the senses identical (Fig. 45). 
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Replacing the regular scales for u, v, w by functional scales, 
we find that the units λχ, Xy, λζ increase very fast as numbers 
x, y, z move away from 0. The reading error would thus be very 
great in the neighbourhood of zero, while the accuracy for large 
x, y, z would be excessive. A proportional enlargement of the 
drawing in order to obtain greater accuracy in the neighbourhood 
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of the zeros would result in dimensions practically unattainable. 
In tha t case it is advisable to deform the nomogram in such a way 
as to enlarge the neighbourhood of zero of the scales x, y, z and 
a t the same time diminish the units for large x, y, z. 

This can be achieved by means of projection upon another 

plane. 
We choose plane ß, upon which we shaU project, in such 

a way tha t the edge k of its intersection with plane a intersects 
the scales x, y, z (Fig. 46). Projecting from a certain point S the 

parallel lines x, y, z, we shall see tha t the straight lines x\ y\ z' 

corresponding to them will intersect a t one point. The regular 
scales u, v, w will be transformed into projective scales with 
a common point N' constituting the image of the point a t infinity 
of the straight lines under consideration. 

Let B and C be the end-points of the escale . As we know, by 
a suitable selection of the position of the projection centre 8 we 
can obtain a nomogram in which the points Ν', Β' and C will be 
given a priori', on this ground we shall draw the transformed 
nomogram for equation (10.5) in the following way (Fig. 47): 

a. Adopting on the projective scale points 0y 10, 60 for the 
variable u, we complete it by means of the regular ô-scale. The 

FIG. 46
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point at infinity lying on the b-scale is then transformed into 
point N lying on the u-scale. 

b. We draw the transformed scale for v through point N and 
select on it point 100 and point 0 for example since it is already 
known that N will be a point corresponding to the point at infini-
ty. The projective scale for v is obtained by a projection of the 
regular a-scale from point Px ; if we choose P± = P, then we must 
also have a\\NP. 

FIG. 47 

c. Knowing that the line w must pass through point N, we 
find only one point of that line in the same way as before (in the 
case of a nomogram in the previous form), i.e. by determining 
straight lines passing for instance through point 0 on the w-scale 
and point 10 on the v-scale and through point 10 on the u-scale 
and point 0 on the v-scale ; other points on the w-scale are obtained 
also by projection, e.g. by projecting the u-scale from a point 
on the v-scale. 
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d. Replacing the projective scales for u, v, w by the scales 
ior x, y, z by the same method as that applied to the regular 
scales, we obtain the ultimate form of the nomogram, in which 
the scales have undergone the required deformations. 

The above method of constructing nomograms is complicated 
and inexact because the ultimate forms of the scales x and y are 
obtained as a result of two drawing operations. We shall regard 
those nomograms as exact which are obtained directly by replacing 
a regular scale by a corresponding functional scale. 

Such direct construction of a nomogram on the basis of regular 
scales will be discussed in the following section. 

Exercises 

1. Construct a nomogram for the relation between vibration frequency/, 
induction L and electrical capacity C 

f= ~^\ TC 
for the intervals 0-2 < L < 30 microhenrys and 2 < G < 300 microfarads. 

2. Construct a nomogram for the equation 

x+y+z = 100 
taking for each variable the interval from 0 to 100. 

3. Construct two nomograms for the equation 
z = x2-\-y2 

for the intervals 0 < # < 8 , 0 < 2/ < 10, absolute accuracy being required 
in the first interval and relative accuracy in the second. 

4. Construct a nomogram for the equation 

z = 2π /(*+3ΐ/2) 

taking for x the interval (0, 3) and for y the interval (1, 5). 
5. Construct a nomogram for the equation 

z = x[yx2-\-y2 

where 10 < x < 100 and 5 < y < 10. 
Hint: Write the equation in the form y/x = \ \ — x2jz. 

6. Construct a nomogram of the equation 

47ΓΓ 

for 1 < r < 10, 1 < T < 100. 
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§ 11. Equations of the form l//i(w) + l//2(v) + l//3(u?) - 0. Nomo-
grams with three scales passing through a point 

11.1 Let us draw three regular scales u, v, w with a com-
mon unit (Fig. 48). Assume that both the axes u and w and the 
axes w and v form angles of 60°, i.e. the axes u and v form an 
angle of 120°. 

F I G . 48 

A straight line I which does not pass through the zero point 
ntersects the axes at points u0, v0 and w0\ the sum of the 
areas of the triangles Ou0wQ and Ow0vQ is equal to the area of 
the triangle Ou0v0, i.e. 

uQw0 sin 60°-\-ιν0ν0 sin 60° = uQv0 sin 120° , 

and after reduction 

^o^o-f^o^o = V o o r
 HUQ+IJVQ = l/w0 . 

Consequently points u, v and w lying on a straight line which 
does not pass through the zero point satisfy the equation 

l /w+l/v = l/w. (11.1) 

If we changed the units, taking λα, λυ and Aw instead of 1, the 
drawing would be a nomogram for the relation 

}K + iß2L=ilKL or ^ + Α = Λ. 
U V IV U V W 

Let us subject this nomogram to an affine transformation 
(Chapter I, § 4). Accordingly, let ua pass a plane ß through 
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a straight line h intersecting the scales u and v a t certain points 
U and V (Fig. 49). On tha t plane let us select an arbitrary point 
0' and project our nomogram from the point a t infinity of the 
straight line ΟΟ', Obviously, in this manner regular scales 
will be transformed into regular scales with units proportional 
to the segments UO', YO' and WO'\ it will also be seen tha t , 
given the ratio UO': VO', we can select the point 0' in such 
a way as to make the angle UO'V equal to an arbitrarily chosen 
angle φ. Using the fact tha t the angle UO'V and the units on the 
scales u and v are arbitrary, in practical problems we make 

a direct drawing of the nomogram lying on plane β : on arbitrary 
two straight lines passing through the point 0' we determine 
regular scales with the zero point 0' and arbitrary units, and then 
find the w-scale (also regular) by locating one of its points as in 
10.1, § 10, i.e. by drawing lines u0v0 and u1v1 selected so as 
to give llu0+llv0 = llu1 + llv1. 

EXAMPLE 1. Let us represent by a nomogram the equation 

3 / W + 2 / Ü = 4/w 

for 5 < u < 10, 10 < v < 20. 
We draw arbitrary regular scales u and v with a common 

zero point (Fig. 50). Then, in order to find the point w = 10 of 

FIG. 49
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the w-scale, we find two parts of corresponding values of u0y 

v0, uv vv so as to have our equation satisfied: 
3/^0+2/20 = 4/10, whence u0 = 10, 
3 /^+2/10 = 4/10, whence ux = 15. 

Having located the point w = 10 of intersection of the line 
joining the points uQ, v0 with the line joining the points ul9 vv 

we draw the regular iv-scale with zero at point 0U — 0V. 

15u 
F I G . 50 

11.2. Basing ourselves on equation (11.1) we can represent 
by a nomogram with three scales starting from one point any 
relation of the form 

ι/Λ(«)+ι//,(») = i / / > ) . (11.2) 
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Namely, it suffices to substitute 

w'=/i(4 v'=Mv), ™'=Mw) (11.3) 

and draw a nomogram for the equation l/w' + l /v ' = \\w'. The 
intervals on u'', v' and w' are determined by the given limits 
of the variables u, v and w\ finally the regular scales u\ v', w' 

should be replaced by the functional scales of the functions 
Λ Μ , /2(v) and fz(w). 

Every equation (11.2) is of course reducible to the form (10.1), 
i.e., to the form w" = u"-\-v", and represented by a nomogram 
with parallel scales; for tha t purpose it suffices to assume 

u" = I / / » , v" = l//2(t;), w" = 1/ / 3M . (11.4) 

The selection of substitution depends on the shape of the 
function fx in the given intervals and on the required degree of 
accuracy. E.g. if the variability interval of u contains the zero 
point uQ of function / l 5 then we should of course use substitu-
tion (11.3); then the point of intersection of the scales will corre-
spond to number uQ. If the variability interval of u contains the 
point % at which function fx tends to infinity, substitution (11.3) 
is impossible because the scale of function / , would then be 
unlimited. We then choose formulas (11.4), because number 
ux will be marked a t an ordinary point a t the spot where u" = 0. 

The same remarks can be applied to the cases where the 
variability intervals contain points of very small values of the 
function and to the cases where the variability intervals contain 
points of very large values of the function. 

EXAMPLE 2. Let us construct a nomogram for the function 

z2 = 2x2+y* 

for the intervals 0 < # < 5 , 0 < y < 4 . 
Let us write our equation in the form 

z2+2a+b = 2{x2+a)+y*+b 
and assume 

u = lj(x2+a), v = l/(y3+b), w = lj{z2+2a+b)\ 

we shall obtain an equation in which u and v will vary in the in-
tervals l / ( 2 5 + a ) < u <: 1/a, 1/(64+6) < v < 1/6. (An analogical 
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substitution u = Ijx2 and v = l/?/3 would not give the desired 
results because the scales for u and v would be unlimited.) 

The numbers a, b are arbi trary; taking a small number for 
a we shall see tha t the length ratio of the interval (1/(25+α),1/α) 
to the interval (0, I fa) tends to unity as a —► 0 since we have 

a 2 5 + a / a 2 5 + a a-+o 
1 . 

For large numbers a this ratio tends to zero. Thus for small 
numbers the point 0 would be very close to one end of the scale 
and for large numbers it would be very far from it. Let us take 
intermediate values, e.g., a = 20 and b = 50. We shall obtain 
the intervals 1/(25+20) < u < 1/20, 1/114 < v < 1/50. 

FIG. 51 
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The nomogram (Fig. 51) is constructed as in Example 1. 
Equation 

2ju+\JO = 1/0-01 
will be satisfied for v0 = 1/50 and u0 = 1/25 and for ux = oo 
and vx = 0-01. 

We now replace the regular scale u by the functional scale 
of the function u = l / (x 2 +20) in the interval 0 ^ x < 5, the 
v-scale by the functional scale of the function v = 2/(i/3+50) 
in the interval 0 < y < 4, and finally the w-scale by the functional 
scale of the function w = l / (22+90) in the interval 0 < z < } / ï î i . 

EXAMPLE 3. Let us represent by a nomogram the relation 
μ = μ\ if the variables are contained in the intervals 0*9 < μ ^ 1-5, 
0-2 < w < 1. 

The required numbers are the values of μν 

Let us first take μ in the interval from 1 to 1-5 and write 

log// = nlog/* l 5 log log// = l o g w + l o g l o g / ^ . (11.5) 

I t will be observed tha t the first term is contained in the 
interval 

_ oo = log log 1 < log log μ < log log 1-5 = —0-75, 

and the second term in the interval 

—0-7 = log 0-2 < log n < log 1 = 0 

in view of which the third term is in the interval (—oo, 0-25). 
n 
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If we drew for the relation 

log log μ1 = — log n+log log μ 

a nomogram with three parallel scales, we should have to substitute 

U = —log n9 V = log log μ, W = log log μν 

This nomogram is represented in Fig. 52. The scales μ and 
μ1 would be unlimited, and both of them would have too small 
units in the neighbourhood of their greatest values. In order to 
extend these scales in the neighbourhood of those values and a t 
the same time draw nearer the points 1μ and 1μι situated in 
infinity, we shall make a transformation changing the line passing 
through the points —0-7v and 0-5w into a Une at infinity; 
it intersects the U-scale at the point U = W—V = 0-5+0-7 = 1-2. 
This means tha t we use the substitution U' = U—1-2, V 

= F + 0 - 7 and W = T f - 0 - 5 in order tha t the points 0-7v, 0-5Wi 

1-2υ should form a new zero axis, and then assume u = 1/U', v 

= 1/F' , w = \jW in order t ha t this axis be transformed into 
a straight line a t infinity. We thus finally have 

1 1 
u — , v = , 

— 1-2— \ogn 0 -7+ log log μ 
ë * * P (11.6) 

1 
w = 

- 0 - 5 + log log μ± 

in the intervals —2 < u < 0-3, —18-2 < v < 0. 
We first determine a nomogram for the equation Iju+l/v 

= l[w, drawing the scale for u from 0 to —2 and the scale for 
v from 0 to —20, and finding the point —2 on the w-scale by 
intersecting the line joining the points — 2V, oou by the line 
joining the points oov, —2U. 

Finally we replace the scales u, v and w by functional scales 
according to substitution (11.6). We obtain the nomogram given 
in Fig. 53, which has finite scales for μ and μλ and can serve 
for reading the values of μν 

I t will be observed tha t for numbers μ contained in the 
interval 0 · 9 < μ < 1 0 the equation can be written in the form 
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F I G . 53 

Ι/μ and 1 / ^ being numbers already marked on the nomogram. 
Thus to complete the drawing we add the numbers μ = 0*9, 
0-91 ... and μχ = 0-9 ... using a different type in order to avoid 
errors. 
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11.3. The method of transforming an equation so as to ob-
tain the required nomogram can be generalized. 

Suppose we are given an equation W == U-{- V and let a nomo-
gram of the three parallel scale type have the form given in 
Fig. 54. Assume tha t none of the scales extends from — oo to + o o 

V 

V 
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and tha t in order to improve the accuracy of readings in the 
neighbourhood of point U and of the point F we want to obtain 
scales in which the point U0 will pass into the mid-point of the 
transformed segment UU and, similarly, the point F 0 will pass 
into the mid-point of corresponding segment VV. I t follows from 
the considerations of § 4 (Chapter 1) tha t we can find points 
Ux and Fj such tha t the fours (UUUQU^) = - 1 and (VVVQV^) 

= — 1 will be harmonic. Making a transformation in which the 
straight line U1V1 is transformed into a straight line at infinity, 
we obtain scales for u and w in which the points U0 and F 0 are 
the mid-points of the scale segments under consideration. The 
method of doing tha t is the following: 

We write the given equation in the form W—U1—V1 

= U— U-L+V— Vl9 whence by substituting u=\j{U—U1), υ 

= 1/(F—Fj), w = ll(W—U1—V1) we obtain the equation ljw+ 

+ \Ju = Ijv. 
The scales for u, v and w will be regular; replacing them 

according to the substitutions by the projective scales U, V and 
W, we shall easily observe tha t the values of ϋλ and F ; will be re-
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presented by points a t infinity. Hence numbers U0 and VQ will 
be the mid-points of segments U and V on the scale. 

According to the above observations let us modify the trans-
formation of the nomogram of the equation μ = μ" for 

1 < μ < 1 · 5 , 0·2 < η^ζΐ. 

Let us set ourselves the task of transforming the scale μ so 
as to have the point 1-25μ situated a t the mid-point of the segment 
with end-points 1μ and 1·5μ and the point 0-4n a t the mid-point 
of the segment ln0-2n. 

To begin with, it will be observed tha t if, instead of exact 
numbers, we took their approximations, then the selected points 
1-25μ and 0-4n would not lie a t the mid-points of the correspon-
ding scales bu t in the neighbourhood of their mid-points. 

Since V = — cv and V = log log 1*5 =—0-75 and V0 

— log log 1-25 = — 1 , the harmonic point V± is —0-5 because 

(VVVoVJ 

Since U = - l o g 1 = 0 , ü = In 0-2 = 0-7 and U0 = - l n 0-4 
= 0-4, the harmonic point Ux corresponds to the value of U1 satis-
fying the equation: 

UU0 UU± 0 -4 -0-7 i ^ - 0 - 7 

whence we obtain U1 = 2-8. 

We now write the equation W = U + V in the form 

U - 2 - 8 + F + 0 - 5 = T F - 2 - 8 + 0 - 5 

and then substitute 

1 1 
u = , v= , 

Γ / -2 -8 F + 0 - 5 
1 

w = , 
J T - 2 - 3 

— V V V V 

λ m - 0 - 7 5 + 1 - 5 = _ χ 

- 0 - 7 5 + 0 - 5 
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i .e. 

1 1 
, v = 

-log n—2-8 log log μ+0·5 
1 

log log ^ - 2 - 3 

The variability intervals are 

1 ^ ^ 1 
-0-5 = 

-4 = 

log 0-2-2-8 

1 

< ^ 

—log log 1-5+0-5 
< v < 

-log 1 -2 -8 
1 

log log 1+0-5 

= -0-35, 

FIG. 55 

We thus draw a nomogram from the limits determined for 
n and v (Fig. 55a), and then, using the substitutions, we draw the 
scales n, μ and μχ (Fig. 55b). 

Exercises 

1. Construct nomograms with three convergent scales for the following 
relation: l/R = l / i ^ + l / i ^ for R± and R2 in the interval from 1 to 1000; 
R, R1 and R2 denote electrical resistance in ohms. 

b) a) 
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2. Construct a nomogram for the relation 

9KG 
τι 

~~ G+3K 

between the Young module E, the rigidity module G and the compression 
module K for 0-2 < G < 0-8 and 0 3 < E < 5-2. 

§ 12. Equations of the form fi(u)f2(v) = /3(w). Nomograms of 

the letter N type 

Take two regular scales with equal units and different senses 
on parallel lines u and v and a straight line w passing through 
their zero points (Fig. 56). Draw on line w a scale with the same 
unit, assuming w = 0 a t point 0U and w = a a t point 0V, where 
a is the distance of the points 0U and 0V. 

I t will be seen tha t the points u, v and iv of the corresponding 
scales lie on a straight line if 

u/v = w\(a—w), (12.1) 

Thus, by aid of a nomogram of this type, we can represent 
graphically a relation between u, v and w of form (12.1). 

The variables u and v, occurring in the numerator and in the 
denominator, are marked on regular scales parallel to each other, 
and the variable w is marked on a projective scale on the line 
joining the zeros of the scales u and v. The assumed equality 

FIG. 56
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of the units is inessential because the constant factor which would 
have to be written in the numerator or in the denominator if the 
units Xu and λυ were different can be transferred to the 2#-scale 
without altering the character of the homographie function. 

In practice we usually need only a part of the nomogram 
corresponding to given intervals on u and v. If that part does not 
contain points 0U and 0vi then it is necessary to find other 
points of the w-scale. This proves very simple. E.g., suppose we 
are given the intervals 5 < u < 7 and 15 < v ^ 20 (Fig. 57). 

In order to find point W of the w-scale on the line joining points 
5U and 20v, let us observe that the ratio of the segments 
5UW:20VW is equal to the ratio 5AM:20Ay where Xu and λυ 

are unit segments on the regular scales u and v. Drawing from 
points 5U and 20v segments 5UA and 20VB parallel and propor-
tional to 6XU and 20AU we obtain at the intersection with the 
line 5U20V the point W of the w-scale. We can also divide the 
segment 5U20V in the ratio 

5UW: 20VW = 5λα:20λν. 

Similarly we can find point W on the line 7U15V. 

B c 20),,,

20

19

r- 18
A.v v
t_ 17

16

15

FIG. 57
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We can obtain points of the scale on the straight line WW 
by joining together points of the scales u and v. 

By means of nomograms of the type under discussion we 
represent functional relations of the form 

Λ(«)Λ(») =/,(«>); (12.2) 

as in the case of the sum of functions, it suffices to assume 

u' =fi(u)> v' = h(w) a n d (a—w)lw =/2(v), 
i.e. 

a 
w = . 

ι+Λ(») 
R e m a r k . Relation (12.2) gives us by applying logarithms 

log/xM+log/afv) = log/3(w), 

i.e. an equation which can be represented by a nomogram with 
three parallel scales, or by a nomogram with three convergent 
scales; in many cases, however, it is more convenient to retain 
the product form and draw a nomogram in the shape of letter N. 

EXAMPLE 1. Let us draw a nomogram for the equation 

T00 = T\j(2Tx-T2) 

in which we could read the variable T°° given Tx and the ratio 
T2jTv The intervals are given by the inequalities 0 ^ Tx ^ 30, 
1 < T2fTx < 2, 5 < T°° < 100. 

The equation in question gives the relation between the growth of 
temperature of a body under the influence of a supply of heat constant 
with regard to quantity. Let TQ denote the temperature of the environ-
ment. If from the instant 0 a body receives in every unit of time 
increments of heat constant with regard to quantity, then, by well-
known physical laws, we have 

dT = adt — bT dt; 

a is a coefficient dependent on the quanti ty of the heat supplied in a -unit 
of time and on the physical properties of the body, T is the difference 
between the body temperature and the temperature of environment a, 
and 6 is a positive coefficient which is the measure of the speed of cool-
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ing (as we know, cooling is proportional to the difference T of the body 
and the environment temperatures). Integrating this equation we obtain 

dT Γ 1 
= \dt, In (a-bT) = t-c, a-bT = e'^-bc 

a-bT J b 
and finally 

T = {a~ebc-btyb o r T = A-Be-* 

where A and B denote constants. Since at the instant t = 0 we should 
have T = 0, 

0 = A-Be0, i.e. A = B, 

we thus have T = ^4(1 — e~ht). 

If t -» oo, then T = A ; therefore we can write 

T = Τ°° (1 -β -^ ) . 

Let Tx denote the temperature at the instant / = 1Λ and T2 the tempe-
rature at the instant t2 = 2t1; we then have 

Tx = T x ( l - e - H Tx = T°°(l-e-*"2), 

wlience 
( 1 - T j / T 0 0 ) 2 = (e-^i)2 = e-2^i = 1-T 2 /T°° 

or 

— 2T1/T
co + (TL/T*)z = - T 2 / T ° ° 

i.e. 
T00 = 2 7 | / (2T 1 -T 2 ) . 

Assuming T00 = w, Tx = u and ^ / ^ ι = v w e obtain an 
equation 

w = vpj^u+uv) or u/(2—v) = w or i/./t;' = w 

where i / = 2—v. 

The variables w and v' should be drawn on regular scales 
parallel to each other; since v' varies in the interval from 2 — 2 = 0 
to 2 — 1 = 1, we draw (Fig. 58) two regular scales: 

1. the tt-scale in the interval from 0 to 30, 
2. the i;'-scale in the interval from 0 to 1. 
We now find the points of the w-scale through the intersection 

by lines joining such points of the scales u and v' tha t the 
equation u = wv' is satisfied; in our case this is obtained by 
projecting the w-scale from point lv> of the v'-scale (or from 
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point 1-5V, but inscribing numbers w twice as large as the 
corresponding numbers u). 

Replacing the scales u, v' and w by the values Tv 2 — T2[T1 

and T9° we obtain the required nomogram. 

EXAMPLE 2. Let us draw a nomogram for the relation 

z = 0-85yx 

for 1-2 ^ x ^ 1-4 and 12 ^ y ^ 20 retaining a regular scale for x. 

1 

-11 

1-2 

1-4 

-15p 

716 

717 

7l-8 

H-9 

This equation can be written in the form 

log z —log 0-85 
x = l0gy' 

Assume 

u = log z —log 0-85 = log 2+0-0706, v = x, iv = log y\ 

we then have an equation u/v = w in which v varies in the interval 
1-2 ^ v ^ 1-4 and w in the interval log 12 ^ w ^ log 20, i.e. 
1-079 ^ w ^ 1-301, and therefore u varies in the interval 
1-2. 1-079 0 < 1-4.1-301, i.e., 1-294 < u < 1-821. 

7i 15-\ 

F I G . 58 
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Proceeding to the construction of the nomogram, we begin by 
drawing the regular scales of u and v on parallel lines (Fig. 59) 
and then, by means of the construction given in Fig. 57, we 
locate the points W and W of the line w. 

The scale of the variable w is usually obtained either by 
projecting the w-scale from a point of the v-scale or by project-
ing the v-scale from a point of the w-scale. The value w0 which 
arises by the projection of the point u0 from the point v0 (or 
vice versa) is found from the equation u0 = v0w0. 

The ultimate form of the nomogram (Fig. 60) is obtained by 
replacing the scales u, v and w by the scales x, y and z according 
to the substitutions. 

EXAMPLE 3. Let us construct a nomogram for the equation 

T = 2n\Jîjg (12.3) 

assuming the variables in the intervals 978 ^ g ^ 983, 80 ^ I 
< 1 0 0 . 

Equation (12.3) can be written in the form Ijg = Τ2/4π2. 
We draw the scales for I and g on parallel lines (Fig. 61) and the 
scale for w = Τ2/4:π2 on the straight line WW ', the points W and 
W being found as in Fig. 57. Having determined the w-scale by 
means of projecting from point 980 on the gr-scale, we replace 
it by the T-scale in virtue of the formula w = Τ2/4π2. 

Exercises 

1. Construct a nomogram for the function 

xyz = 10 

or the intervals 5 < # < ^ 6 , 1 ^ y ^ 2. 
2. Construct a nomogram for the function 

z = l/2xy 

for the intervals 10 < x < 20, 1 < y < 4. 
3. Construct a nomogram for the function 

z = xy/(2x+3y) 

for the intervals 4 < α < 5 , 2 < ι / < 4 . 
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4. Illustrate by means of a nomogram the Poisson law p*_1/T* = 00002 
for the exponents x between 1-3 and 1-5 and the absolute temperatures 
between 280 and 350. 

20-] 

30-\ 

40-i 

50 ^ 

x=t 

FIG. 59 

[ Î 3 

1-
K Î 4 

Γ 1 ' 5 

1 U 

L-l-6 

hi-7 

Li8_ 

^w_ 

-T1 

Γ 1 

jH 

11 

w 
1 2 -

a-5 

1-3 

FIG. 60 

5. Construct a nomogram for the formula m = mQ /^l-v2/c2 for 
the initial masses m0 between 100 kg and 1000 kg and velocities v between 
8000 km/sec and 14000 km/sec (c = 300000 km/sec). 
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6. Construct a nomogram for the motion of satellites around planets 

r3 /T2 = 1-672 M 

or masses from 3 . 1023 kg to 2 1026 kg and distances r from 160 km 
to 1000 km. T denotes the time of a rotation around a planet measured 
in seconds. 

-983 

^978 100 
F I G . 61 

§ 13. Equations of the form fi(x)f2(y)f?.(z) = 1· Nomograms with 
scales on the sides of a triangle 

13.1. Let us draw on the sides of an equilateral triangle three 
regular scales with units equal to the side; let the zero points 
0ui 0V and 0W and the points lu, lv and 7W be the vertices of 
the triangle and let them be situated in such a way as to 
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observe the cyclic order, i.e. to have 0U = lw, lu = 0V, lv = 0W 

(Fig. 62). 
Let us take a straight line I intersecting the scales at points 

U, V and W different from 0U, 0V and 0W and different from 
the points at infinity and find the relation between the numbers 
u, v and w. Drawing from point lu a straight line V parallel to 
I and denoting by w0 the number ascribed to the point of inter-
section of V and the w-scale, we have 

F I G . 62 

w'l(l—v) = u'o/1 and u[(l—ic) = 1/(1—ir0), 

whence λ\β obtain 

iol(l—v) + (l—w)u = 1, 

uw + 1 — v — w+viv = u — uv, 

uw-rUV-\-vw—u — v—iv-\-l = 0 (13.1) 

or 

( 1 - 1 / Μ ) ( 1 - 1 / Ι ; ) ( 1 - 1 / Ι Γ ) = 1 · (13.2) 

If the line I passes through a vertex of the triangle, then, 
as can be seen from the form (13.1), the equation is satisfied; 
similarly, if I is parallel to one of the sides, the equation will 
be satisfied in the form (13.2); e.g., if l\\u, then we have 

( 1 - 1 / y ) (l-l/w) = 1 or v+w = 1, 

which accords with the agreement concerning the cyclicity of 
senses on the scales v and iv. 
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Changing the unit of the scales u, v and w, i.e. substituting 

u' = ολη, v' = c2v, w' = c3w, 

we obtain the equation 

(l-aju) (l-b/v) (l-c/w) = 1. 

Our nomogram, consisting of three regular scales (which now 
have arbitrary units), can be changed by an affine transformation 
into a new nomogram, in which, on the grounds of our considera-
tions of § 4 (Chapter I), the scales are situated on the sides of an 
arbitrary triangle. Now it is only the location of the zero points 
at the vertices of the triangle and the regularity of the scales 
that are essential. 

EXAMPLE 1. Let us construct a nomogram for the equation 

uvw = (u+2) (v-3) (w+l) (13.3) 

for the intervals 0 ^ u ^ 1, l ^ v ^ 2 . 
This equation can be written in the form 

( l+2 /w)( l -3 / t ; ) ( l + l/îi;) = l 
or in the form 

-'IV \ Ψ 
We shall thus have a nomogram consisting of three regular 

scales, and, according to the agreement concerning the position 
of the points Uu, 0V and 0W 

1. The point 0V will coincide with the point — 2U , 
2. The point 0W will coincide with the point Sv , 
3. The point 0U will coincide with the point — lw. 

The shape of the nomogram is shown diagrammatically 
in Fig. 63a; the intervals of the variables u and v which are 
marked on it explain the construction of the ultimate form 
(Fig. 63b): 

1. We draw an arbitrary regular scale on v for the values 
from 1 to 2, 

> - - = > ■ 
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2. We select an arbitrary point 0U and then connect it with 
point 0V and with point 30, 

3. On the straight line 0U0V we draw an interval (0,1) of the 
w-scale, which has its point —2 at the point 0υ , 

4. On the straight line 0W0U we draw the w-scale, where 
point — 1 coincides with the point 0U. 

07 y 

a-

2a -L* 

È-Î-5 t; 

13.2. By means of a nomogram with three functional scales 
on the sides of a triangle it is possible to represent any relation 
of the form 

/i(*)/«(y)/i(*) = i ; (13.4) 

FlO. 63
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it is sufficient to substitute 

1 - 1 / « = Λ ( * ) , i.e. « = 1 / [ 1 - / , ( * ) ] , 

1-1 lv = f2(y), i.e. « = 1/[1- / , (»)] , 

l - l lw=fa(z), i.e. w = l / [ l - / , ( 2 ) ] , 

to draw a nomogram for the equation 

(l-llu) (l-ljv) (l-l]iv) = 1 

and finally to replace the regular scales of the variables u> v, 

w by the functional scales fx(x), f2(y) and f3(z). 

For equation (13.4) it is also possible to construct a nomogram 
of the letter N type (§ 12)—by means of other substitutions 
of course. I t must then be assumed tha t 

u' =fi(z)> v' = Vh(y) a n d w](a—w) = l//3(z). 

We can thus suppose tha t there exists a close connection 
between the nomograms which we have been considering. Indeed, 
by a projective transformation of a plane in which a vertex of 
a triangle becomes a point a t infinity we obtain for equation 
(13.4) a nomogram with two parallel scales. 

EXAMPLE 2. Let us draw a nomogram for the equation 

z = 0-85yx (13.5) 

for the intervals 0-1 < x < 1, 0-01 < y < 0-1. 
Transforming the equation we obtain 

log z— log 0*85 = x log y, 

— . (log z — log 0-85) = 1. 
x logy K ë ë ; 

Substitute 

l — lju = Ijx, i.e. u = xj(x—l), 

1 — l/v = Ißogy, i.e. v = log y/(log y—1), 

l — llw = log z — log 0*85, i.e. iv = . 
l - ( l o g z - l o g 0 - 8 5 ) 

Thus if # - > l then u->oo; therefore, the regular scale on u, and 
consequently the projective scales on x, would be unlimited. 
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Accordingly, let us write the equation in the form 

— · —^— (ab log z-ab log 0-85) = 1 
ax à log y 

and let us t ry to find such numbers a and b tha t the nomogram 
be contained in a finite domain ; let us add the condition tha t the 
deformations of the scales of the variables x and y should be as 
small as possible, i.e. tha t the values of the unit λχ (or λζ) for 
all x (or z) in the intervals under consideration should differ 
very little. 

Obviously we now have 

ax b log y 1 
u = , v = — , w = —-— . 

ax— 1 b log y— 1 1 — ab (log z—log 0*85) 
Let us deal first with the condition tha t the scale on z should 

be deformed as little as possible. 
As follows from equation (13.5), the function z/0-85 assumes 

the least value for x = 1 and y = 0-01 and the greatest value 
for x = 0-1 and y = 0-1 (since the function yx is decreasing for 
every yQ from the interval 0-01 ^ yQ ^ 1 and the function yx° 

is also decreasing for every x0 < 1). We thus have the inequalities 

yx < y°-1 < 0-1°-1 and yx > O01* > 0-011, 

from which 

O01 1 < 2/0-85 < 0 - 1 0 1 , - 2 < log z - log 0-85 < - 1 / 1 0 . 

Since z varies in the interval from zx = 0-0085 to z2 = 0-675, 
we shall obtain for z a scale similar to a regular scale 
if we assign the mid-point of the scale to the mean value, i.e. 
to zs = (0-675+0-0085)/2 = 0-34175. Let 

11% — 

1-

1-

- ab (log 

-ab (log 

1 
Zl~ 

1 

^2 — 

1 

- log 0-85) 

- log 0-85) 

1— ab (log zs — log 0-85) 
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we demand therefore that 

1 . 1 2 
Wi+w*« = 2ws, i.e. 

l+2a& " l+a&/10 1+0-4055 ab 
Performing the operations and solving the appropriate quadratic 

equation, we obtain approximately 

ab = 3. 

An analogous postulate for the variable x leads, on following 
the same procedure as for z, to the result 

a = —0-3. 

We thus obtain ultimately the substitutions 

0-3x 10 log y 1 
0-3 z + 1 1 + 10 log y 1 - 3 (log z - log 0-85) 

u, v and w varying in the intervals 

0-029 - ^ 3 · 0 · 1 < Μ < - ^ ! = 0·23, 
0·3·0-1 + 1 0-3+1 

1-05 - J I ? ^ . _ = L H 
1-2.10 1-1 .10 

0-14 = — 1 < w < 1 = 0-77. 
1+3 .2 1+3.1/10 

Let us make a diagrammatic drawing of our nomogram, marking 
the intervals for the variables u, v and w. Since the equation is 
of the form (13.2), the units of the scales are equal to the sides 
of a triangle (Fig. 64a). 

This figure shows that in its final form the nomogram will 
consist of a part of side u from point 0U to point 0-25u, almost 
the whole side w and a part of the extension of side v from point 
l-05v to point 1·11Ό. 

Proceeding to the construction of the nomogram (Fig. 64b) 
we transform the triangle in an affine manner as follows: 

1. We draw an arbitrary regular scale u marking on it points 
from 0U to 0-25.., 
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2. Selecting an arbitrary point 0W we draw the scale 0W1W, 
taking lw = 0U, 

3. We draw a straight line v through the points 0W and iu, 
i.e. we draw through 0W a line parallel to the straight line 
joining points 0-25u and 0-75w, 

<^0 25 

015 

010 

F I G . 64 

4. We mark the point 0-9v at the intersection of the line v 
with a line parallel to w and passing through point 0-lu. 

Having obtained a nomogram for u, v and w, we replace the 
regular scales by the functional scales on the strength of substi-
tutions. 
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Exercises 

Construct nomograms for the equations: 

1. (1 —1/w) (1 — l/v) (1 — 1/w) = 1 for u and v varying in the intervals 
0-5 < w < 0-8, 0-7 < v < 1. 

2. (u— 1) (v — 2) (w — 3) — (u — 4) (v— 5) (w — 6) = 0 for u and y varying 
in the intervals 2 < ^ w < ^ 3 , 0 <^ v <^ 1. 

3. sin x sin y sin z-j-(l —sin a:) (1 —sin y) (1 —sin z) = 0 for a; and ?/ vary-
ing in the intervals 0 < x < 30°, 45° < y < 90°. 

4. tan2 x tan2 2/ tan2 z-f-1 = 0 for # and y varying in the intervals 
0 < x < 30°, 60° < y < 90°. 

5. z = 3-2 a;3*/ for # and 2/ varying in the intervals 1 <^ x <C 1-5, 0 <^ y 
< 0-5. 

§ 14. Nomograms with three rectilinear scales 

The nomograms which have been dealt with so far consist of 
rectilinear scales. By their means we can represent graphically 
the following relations: 

(I) Mz) = fi(x)+Î2(y) ( t h e s c a l e s of functions u =fl(x), 

v = f2(y) and w = f3(z) are para-
llel), 

(II) 1/Λ(ζ) = i/ZiM + l/ÂU/) ( t h e s c a i e s of functions u = Mx), 
v = My) a n d w = f?.(z) h a v e 

a point in common), 

(III) f-Az)—fi(x)f2(y) (the scales of functions u = fx(x) 
and w = /3(z) are parallel; the 
scales = U{y)l[a—f2(y)] is situ-
ated on a straight line inter-
secting u and w), 

(IV) k(x)U(y)h(z) = 1 (the scales u = l / t l - / ^ ) ] , « 
= l / [ l - / a ( y ) ] a n d t i ; = l / [ l -
— f3(z)] intersect in pairs a t 
three different ordinary points). 

I t is not difficult to write the general form of an equation 
containing there variables which can be represented b}7 means of 
nomograms with three rectilinear scales. 
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For this purpose let us take three scales, l[, l2 and 1'3, on 
a plane a. If the lines l[ and l2 are not perpendicular, we trans-
form the plane a by projection in such a manner as to make the 
corresponding scales lx and l2 intersect a t right angles. Let l± be 
the #-axis and l2 the y-axis of an orthogonal system (Fig. 65). 

The scale of the function X = f^x) is marked on the X-axis, 
and the scale of the function Y = f2(y) is marked on the F-axis. 
The scale l3 is defined by the equations 

and 

X = φ(ζ), Y = ψ(ζ) 

αφ(ζ)-\-ϋψ(ζ)-\-ο = 0 (14.1) 

r=i2' 

m-_ 

1 

B 

1 1 1 1 1 1 1 1 Ί ·̂ 
Φ) x=h 

FIG. 65 

for every value of z because the points with the coordinates φ(ζ), 

ψ(ζ) are situated on a straight line. Now if points A, B and G lie 
on a straight line, then coordinates X, 0, 0, Y and φ(ζ), ψ(ζ) 

must satisfy the equation 

X 0 1 
0 F 1 

φ(ζ) ψ(ζ) 1 
= 0 

Mx) o î 
0 My) l 

φ{ζ) ψ(ζ) 1 
- 0 . (14.2) 

Three cases must be distinguished here: 

1. c = 0, 
2. a = 0 (or b = 0), 
3. a, b and c are different from 0. 
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In the first case equation (14.1) gives 

ψ{ζ) = lccp{z) 

and consequently equation (14.2) assumes the form 

ΙΛ o l 
o Λ i 
<p k(p 1 

= fih-f2<P-tfi<P = Q 

or 
ι/*^ = ι/*Λ+ι//8 

i.e. form (II). 
In the second case, taking for example a — 0, we have 

and consequently 

Λ o 
o /, 
φ m 

1 
1 
1 

ψ(ζ) = m 

= fifi-h<p-™>h= ° 

or 

h h h 

i.e. form (III). 
In the third case we find from equation (14.1) 

ψ(ζ) = mcp(z)-\-n 

and substitute this in equation (14.2); we obtain 

l/i 0 II 
0 Λ 1 =fj2-f2<P-mfi<P-nfi = °> 
φ ηιφ-\-η 1 

which can also be written in the form 

Μι+η)/2φ = Λ(/2-*0 (ηιφ+η) 

mfi+n h Ψ 
Λ Λ—η ηιφ+η 

-1 = 0 . 

or 
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Assuming 

Λ h ηκρ+η 

we obtain formula (IV). 
We have thus proved tha t only those relations can be repre-

sented b}r collineation nomograms which can be written in one 
of the forms (I)-(IV). 

This criterion can be expressed in another (equivalent) form. 
A necessary and sufficient condition for the equation 

F(x, y,z)=0 

to be representable by a collineation nomogram is tha t it should 
be of the form 

φλ(χ) φ2(χ) φ3(χ) 

y>i(y) Wz(y) ψΜ 

Χι(ζ) Z2(~) 'Μ*) 

= 0, (14.3) 

in which the functions ψ1(χ)ί (pzix), ψζ(χ) a r e linearly dependent, 
functions ipi(y) y2(2/)> Wziv) a r e linearly dependent and functions 
Zi(~)> ^2(^)5 X?XZ) a r e linearly dependent, i.e. t ha t there should 
exist constants aik such tha t 

αηΨι(χ)+αΐ2ψ2(χ)+αηψ3(χ) = ° for e v e r Y x> ( 1 4 · 4 ) 
a2iWi(y)+α22ψΑν)+α23Wz(y) = ° f o r every y, (14.5) 

chiXi(z)+az2X2(z)+aMXz(z) = 0 for every z (14.6) 

and 

and 

« a + 4 + 4 Φ 0 for i = 1, 2, 3, 

ail "· ai2 '· ai3 Φ akl '· ak2 · ak3 f o r * Φ i' (14·7) 

This is obvious because: 
1. Satisfying equation (14.4) is a necessary and sufficient 

condition for a point with homogeneous coordinates 

xi = <Pi(z), x2 = <Ρ2(χ)> xz = ΨΑχ) 

to lie on a certain straight line lx\ 
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2. Satisfying equation (14.5) is a necessary and sufficient 
condition for a point with homogeneous coordinates 

vi = ψι(ν)> y* = v>2(v)> y* = ψ*(ν) 
to lie on a straight line l2; 

3. Satisfying equation (14.6) is a necessary and sufficient 
condition for a point with homogeneous coordinates 

*i = Zi(*)> ^2 = Z2(-)> % = &(*) 

to lie on a straight line Z3. 
Condition (14.7) means that ll9 l2 and l3 are three different 

lines. 

§ 15. Nomograms with curvilinear scales 

15.1. Let the equation 

x = <p(t)9 y = y(t), a ^ t ^ b (15.1) 

define functions which assign to every value t0 of the interval 
(a, b) a point of a plane with the coordinates xQ ~ <p(t0), y0 = y>(t0). 
If the functions φ(t) and ψ(ί) are continuous and if for two 
different values tx and t2 the point ίφ^), ψ(^)) is always different 
from the point l<p(t2), yfe)), then equations (15.1) represent a certain 
line L, called an arc. The correspondence between the values of 
the parameter t of the interval (a, b) and the points of the arc 
is then one-to-one. If the arc is a segment, i.e. if there exist three 
numbers a, b, c (with α2+ό2 > 0) such that 

a<p(t)-\-b\p(t)-{-c = 0 for every value of t, 

then the segment in question can be regarded both as the scale 
of the function 

y = - ° y f l + C if 6 ^ 0 

and as the scale of the function 

by>(t)+c if a ^ O . 
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If the arc L is not a segment, we shall call it a curvilinear 

scale. Thus a curvilinear scale is an arc whose points correspond 
in a one-to-one manner to the values of the parameter t of the 
interval (a, b) by formulas (15.1). 

EXAMPLE 1. Draw a curvilinear scale defined by the equa-
tions 

x = t2, y = 3jt2 

for t belonging to the interval (1,3). 
Here the arc is a par t of the hyperbola xy = 3 (Fig. 66), and the 

coordinates of the points corresponding to the value t0 = 1, 
tx = 1-1, . . . , tn = 3 are obtained by substituting those numbers 
in formulas x = t2 and y = 3jt2. 

y | 

J l·1 !l \L\ 1 
* 1 \J1'· 

44ΜΖΟ5 

1 3 3 4 5 6 7 8 9 « 

FIG. 66 

15.2. Consider three curvilinear scales, 

xx = ψι(η), 
X2 = <PéV)> 
x3 = φ3(ν>), 

Vi = WM) 

V2 = WM 

2/3 = V>*{w) 

for 
for 
for 

ai ^Ξ u ^Ξ δι> 
a2 ^Ξ V ^ ^2> 

az ^Ξ w ^ &3· 
The question arises what relation is satisfied by the three 

numbers u, v and w if the points corresponding to them lie on 
a straight line. 

As we know, the determinant formed from the coordinates 
of these points must then be equal to zero; we thus have the 
equation 

I <Pi(u) Wi(u) 1 

(Pz(v) Wik») 1 

cpz(<w) yz{w) 1 I 

= 0. (15.2) 
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Conversely, if equation (15.2) is satisfied for three numbers 
u, v, w, then the corresponding points with the coordinates 
<Pi(u)> Vi(^) ' <Pi(v)> Ψ2(υ)> <Ps(w)> fz(w) a r e collinear (Fig. 67). 

A drawing consisting of three curvilinear scales u, v and w is 
thus, by definition, a nomogram for relation (15.1). 

By means of a nomogram of this type we can represent any 
relation between three variables which can be written in the form 
of determinant (15.2); it is an essential condition that there 
should be functions of one variable only in each row of the deter-
minant. 

V* 

F I G . 67 

EXAMPLE 2. Draw a nomogram for the equation 

V 

2w 

u 1 
-5 log v 1 

3/u> 1 
- 0 (15.3) 

where u and w vary in the intervals 0 ^ u ^ 9, 0 3 ^ w ^ 2. 
The nomogram (Fig. 68) consists of three curvilinear scales : 

Xx = —sJÛ, 

x2 = vt 

xz = w, 

yi = u> 

y2= —51ogv, 

2/3 = 3 / ^ · 

(u) 
(v) 
(w) 

The w-scale is obtained by substituting for u in equations 
(u) numbers from the interval (0,9); similarly the curvilinear 
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scale v is obtained by substituting in equations (v) numbers from 
the interval (0-3,2). 

On the basis of equation (15.3) and of the given limits for 
u and w it would be possible to find the limits for the variable 
v; in simple cases, however, it is more profitable, after drawing 

F I G . 68 

the curve v, i.e. the graph of the function y =— 5 log x, to obtain 
the limits by joining the end-points of the scales u and w. In our 
case, proceeding in this way, we obtain for v approximately the 
interval 0-01 < v < 0-85. 
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EXAMPLE 3. Draw a nomogram for the equation 

u2 4 u 
sin2?; cos2^ sin v cos v 

0 5w2 1 
= 0 

for the intervals 1 < u < 2, 14° < i; < 26°. 
The result can be obtained through reducing the equation 

to the essential form by division in such a manner as to have 
the last column consist of three unities. There are two ways of 
achieving this: 

1. Dividing both sides of the equality by us'mvcosv we 
obtain 

u £ ju 11 
| tan v cot v 1 i = 0 ; 

0 5w2 11 

2. Dividing both sides of the equality by 20 iv2 cos2 v and 
interchanging column two with column three, we have 

w2/4 
tan2 y 

0 

u/4t 
tanv 
lj5w2 

= 0. 

In the first case the equations of the curvilinear scales have 
the form 

x2 == tan v, y2 = cot v, 

*3 = 0, yz = 5w2. 

Proceeding to the execution of a nomogram for the equation 
in form 1. we determine the curve (u) for the values from 1 to 2; 
we obtain an arc AB oî a, hyperbola (Fig. 69). 

The t;-scale also lies on a hyperbola because 

x2y2 = tan v cot v = 1, 

and for the angles from 14° to 26° we have 

0-2493 < x2 < 0-4877, 4-011 < y2 < 2-050. 

We thus have an arc CD of the hyperbola xy = 1. 
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The scale of the variable w lies on the 2/-axis because xd = 0. 
In order to find the limits let us observe tha t every straight 
line joining a certain point of the arc AB with a certain point 
of the arc CD should hit the w-scale. Thus joining point A with 
point D and point B with point C we obtain points E and F which 

F 

\ 

3 

2-

1 

* L _ _ _ _ _ _ : 

F I G . 69 

are end-points of the v-scale. Point E is seen to be near the origin 
of the system and point F has an ordinate of about 4-3. We thus 
have 0 < 5tv2 < 4-5, i.e. 0 < w < 0-927. 

Let us construct one more nomogram, when the given equa-
tion is of form 2. We obtain the following scale equations: 

xx = ?/2/4, y± = uj4:, x2 = tan2^, y2 = t an v, 

^3 = 0, 2/3 = l/5w2. 

The w-scale lies on the parabola 

[- 0-5 
w 

\()4 

[-.0-3 

I1 0-2 
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the v-scale lies on the parabola 

02 = 2/i» 

and the w-scale is a par t of the y-axis (Fig. 70). 

F I G . 70 

On drawing the straight lines BC and AD it will be observed 
tha t the w-scale has extended to infinity in the positive direction 
of the ?/-axis from point E, whose ordinate is about 0-24. 

EXAMPLE 4. Draw a nomogram for the equation of the second 
degree 

w2+uw+v = 0 (15.4) 

if the coefficients u and v vary in the intervals 

0 < ^ < 3 , - 2 < v < 0 . 
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It will be observed that equation (15.4) can be written in 
the form 

-u 1 1 I 
v 0 1 1 = 0. 

i 

w2 w w—1 j 
Let us divide both sides of this equation by w — 1 : we shall 

obtain 
l —u 1 l j 

v 0 1 j = 0 , 
\w2l{w-l) w[(w-l) l j 

i.e. the scale equations are 

χλ = —u, y± = 1, (u) 

x2 = v, y2 = 0, (v) 

χ3 = ιν2Ι(ιν—1), y3 = u<l{tü—l), (w) 

where (u) is a regular scale on the straight line y = 1, (v) is 
a regular scale on the i/-axis, and (w) is a curvilinear scale on 
a hyperbola, since by eliminating w from equations (w) we 
obtain in succession 

and y = 
xjy—l 

x 
x—y' 

or also 

x = +i+y. 

The equation 

a = y+l + l/(y-l) 
represents, as we know, a hyperbola with the asymptotes x 
= y+l and y — 1 = 0. 

Drawing the functional scales (u), (v) and (w) we obtain 
a nomogram (Fig. 71) wrhich permits us to determine with a high 
degree of accuracy the positive root wx of an equation of the 
second degree. The other root, iv2, can be obtained with the same 
accuracy from the well-known formula w^w^ = u. 
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Changing the units on the :r-axis we can construct a nomogram 
for a wider range of coefficients u and v (Fig. 72). 

I I I I | I I I I I I I I I | I I I I 

-2 -1 
V 

FIG. 71 

10 9 8 7 6 5 4 3 2 1 0 
I l l l l l l l l l l l l n i l l l l l i l l l l l i l U l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l i l l l l l l l l l l l l l l l l l l l l l l l l l l ll 

FIG. 72 

15.3. Reducing an equation to form (15.2) is in many cases 
a difficult task; we deal with it in the last chapter of this text-
book. The difficulty lies in the circumstance t ha t in each row of 
the determinant appearing on the left side of equation (15.2) 
only one variable occurs. In practice this problem is usually 
solved in two stages. We first t ry to reduce the equation to one 
of the following canonical forms: 

Λ(») 9s(z)+fz(y) hi*) + l = 0 (the Cauchy equation), 

h(*)h(y) 03(*) + [/i(*)+/a(y)] **(*) + ! = 0 (the Clark equation), 
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Λ(*) = Uy)+h(z) 
gi(y)+9s(~) 

(the Soreau equation I), 

(the Soreau equation II). 

Secondly we reduce each of these equations to form (15.2). 
The manner of doing this will be discussed in § 24. 

Exercises 

1. On the basis of Example 4 give the determinant form and draw 
a nomogram for the equation 5 = rwiz -f-2r27T for the intervals 0 ^ r <! 10, 
0 < w < 20. 

2. Verify whether the equation w — uv can be written in the form 
1 0 -u I 
0 v v—l = 0 

— 1 w w | 
and draw nomograms for the equations 

a. V = 4α26π/3 
for the intervals 0 < a < 5, 0 < b < 20, 

b . 
1-293 273 

γ = ——H 760 273+* 
for the intervals 0 < t < 35, 630 < H < 800, 

c. v = c\J2gz (g = 9-81) 
for the intervals 0 1 < z < 1-5, 0-85 < c < 0-97 

d. J = V2/R 

for the intervals 10 < # < 100, 110 < F < 220, 
e. B = a63/12 

for the intervals 0 < a < 100, 0 < b < 5, 

f. w+v = ujw 

for the intervals 0 < w < 6, 0 < t> < 30, 
33 

/ = 1 + 0-1 £2/r2 

for the intervals 0 < r < 5, 40 < L < 50. 

3. Verify whether the equation w = uv can be written in the form 

1 u 1 1 + t*2 

v 1 1-fv2 

0 1 l-w 
= 0 

and draw a nomogram for the intervals 0 < ^ w < 5 , — 5 <] v < 0. 
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4. Verify whether the equation w = u-\-v can be written in the form 
\-\-u2 u u2 I 

1+v 2 v v2 = 0 
w I w \ 

and draw a nomogram of the equation 

log B = log a + 3 log 6 —log 12 

for the intervals 0 < a < 10, 10 < b < 100. 

§ 16. The Cauchy equation 

16.1. The Cauchy equation 

fi(v)9*M+Mv)h9(w) + l = 0 

can be reduced to form (15.2) by the identity 

i o - / J 
0 l -M = Ι+ΖιΛ+ΛΑ,. (16.1) 

\9s h 1 I 
If f^u) φ 0 for u belonging to the interval under conside-

ration and f2(v) φ 0 for v belonging to the variability interval 
of the second variable, then dividing both sides of the equation 
by the product fi{u)f2(v) we have 

-1/Λ o il 
0 - I / / 2 1 = 0 . (16.2) 
£3 *3 1 I 

The nomogram consists of three scales: 
1. A rectilinear scale on the x-axis — 

«1 = - I / / 1 W ' 2̂ i = Û, 
2. A rectilinear scale on the i/-axis — 

*2 = °> 2/2= — I//2W» 
3. Generally a curvilinear scale defined by the parametrie 

equation 

*3 = 9z(w), 2/3 = h(u')-

If functions f±(u) and f2(v) had a zero place in the intervals in 
question or in their vicinity, another procedure could be followed : 

Let a and b be arbitrary numbers different from 0 and sat-
isfying the condition tha t the function ag^u^ + bli^w) = / 3 ( w ) 

file:///-/-u2
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should be different from 0 in the whole variability interval of 
the variable iv. Let us multiply the terms of the first column of 
determinant (16.1) by a and the terms of the second column by b, 
and let us then add them; we obtain the equation 

« o - / J 
b b - / J = 0 . 

I ag-\-bh bh 1 

Dividing both sides of this equation by ab (ag3-\-bh3) φ 0 and 
interchanging the first and the third column we obtain the 
equivalent equation 

Λ/α 0 1 ! 
-k\b 1 1 = 0 . (16.3) 

ll(ag+bh) bhj{ag+bh) 1 

On the basis of this equation we can construct a new nomogram 
for the same equation (16.1), in which the scales will have 
the equations 

xx = —Mu)la yx = 0, (u) 
x2 = -Mv)lb, 2/2 = l 5 ( v ) 

1 bh3(w) 
X<) — 

a^(w)+bh^w) 
y 3 

aVsM+bthiw) 
(w) 

The first two scales lie on parallel lines, the third is generally 
curvilinear. 

16.2. The method described above can be generalized: 
Let -2( be an arbitrary non-singular matrix (Chapter I, § 4) 

« = Φ0) 

and, for brevity, let ί denote the matrix of three homogeneous 
coordinates of three points on a plane 

£21 £22 £23 

£31 £32 £33 

£ = (16.4) 
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Multiply matrices 3c and 3(: 

ϊ 3 ί = i\. (16.5) 

The product J) is a singular matr ix if and only if ΐ is a sing-
ular matrix, i.e. if the points A^1V £12, f13), Α2(ξ21, 

^22> ^23/5 -^ ( fe i» £s2> £33) a r e collinear. The terms of matrix -}) 

?7ll = α ΐ ΐ ί ΐ 1 + α 21 ί ΐ 2 + α 31 £l3> ^12 = ai2 £ l l + ö22 f l2 + aS2Îl3» 

^21 = a i l > 2 1 l α 21?22"Γ σ 31 S23> ^22 = = α12 S2lH~a22 S22~Ta32 ?23> 

^31 = a i l b 3 1 " T t t 2 ] S32 1 ^31 S33> ^32 = a i 2 S 3 l " f a 2 2 ^ 3 2 ^ ^ 3 2 S33J 

^13 = a i 3 S H + ^23f l2 + a33Si35 

^23 = = a i 3 ^ 2 1 ~ l t t 2 3 ^ 2 2 " r a 3 3 ^ 2 3 ' 

^33 = = ^13^31"! ^23^32 I #33 S 33? 

are homogeneous coordinates of the points B^ifa, η12, η13), 

Β2(η2ι» %2>%3)» ^3(^31^32^33)^ which, as we know (Chapter I, §4), 
correspond to the points ^ l 5 A2, A3 in the projective transforma-
tion defined by matrix 5(, i.e. by the equations 

y1 = ß i i # 1 + a21#2~ra31*''3» 

ί/2 = α 1 2 ^ ΐ + α22^2 + α32^3» ( 1 6 · 6 ) 

2/3 = = #13 ^1 I #23*^2"I #33**V 

Substituting in (16.5), instead of an arbitrary matrix ¥ , 
a matr ix consisting of the terms of determinant (16.1), we shall 
obtain matr ix s2), which is singular if and only if 3i is a singular 
matrix. Thus, instead of the equation ¥ = 0, we shall have 
an equivalent equation, §j = 0. 

The procedure described above is of fundamental importance 
for nomography; as can be seen from the examples given in the 
preceding sections, a nomogram obtained through the direct appli-
cation of certain rules very often has a geometrical form which 
is unsuitable for practical use: for the accuracy a t the various 
points of the drawing often differs widely, and in order to ensure 
the required accuracy we should have to enlarge the drawing 
so as to obtain suitable dimensions a t the least accurate spot. 
The total dimensions of the drawing might then prove too 
large. 
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Through a suitable selection of matrix ίί we shall try to 
transform the nomogram by projection in such a way as to 
increase the accuracy where it is too small and at the same time 
to reduce it where it is too great in the original drawing. 

We shall explain the procedure by means of examples. 
EXAMPLE 1. Construct a nomogram for the equation of the third 

degree 
z3+az+b = 0 

where the coefficients a and 6 satisfy the inequalities — 1 ^ a ^ 0, 
1 < b < 10. 

a. Dividing both sides of the equation by z3, 

a[z2+blz*+l = 0 

we can see that it is of the Cauchy form. Using transformation 
(16.1) we can write this equation in the form of a determinant, 

| 1 0 — a\ 
| 0 1 — 6 
1/z2 l/z* 

or 
-1/a 
0 
ljz2 

0 
- 1 / 6 

1/z3 

= 0 

= 0. 

(16.7) 

The scales of the variables a, 6 and z are defined by the equations 

x1= — \ja9 yx = 0, 

*2 = °> Vz= —llb> 
xz = l[z2, y3 = l/^3. 

Basing ourselves on these equations we outline a nomogram, 
marking on it the variability intervals of a, 6, and z (Fig. 73). 

b. This nomogram gives a too great accuracy for large values 
of 6 and has unlimited dimensions since the zero point of the 
a-scale is at infinity. It is thus necessary to extend the neigh-
bourhood of the side DA and to reduce considerably the 
sides CD and AB by reducing the point at infinity B00 to an 
ordinary point. 

In order to make the required deformations of the drawing, 
we shall transform the plane by projection in such a manner 
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as to change the quadrilateral ABCD (with one vertex at infinity) 
into a rectangle A'B'C'D'; then of course the opposite sides, 
i.e. the lines A'B' and CD' on one hand and B'C and A'D' on 
the other hand, would have to be pairwise parallel. This means 
tha t the point of intersection P of the sides AB°° and CD would 
become a point a t infinity and the point of intersection Q of the 

i _ 
1 

o 
b 

3 

4 
5 

iCk-
L\JA 

D 
P 

c -1 

-0*1 

I1' 

Γ2 

/K 
1 

i 

11 

f2 

z 
3 

> 

A 
1 -0 

2 

5 -
a 

3 

03 
4 

-0 
5 ? 
2 B°° 

F I G . 73 

opposite sides AD and CD would also become a point a t infinity. 
Let those points be points on the axes of coordinates and let 
point A' be the origin of the system on the new plane. 

The coordinates of point P are 0, 0. The coordinates of point 
Q will be obtained by solving the system of equations of the 
straight lines AD and B^C, 

x/l+yK-O-l) = 1, y = - l , 
whence x = —9, y = — 1. 
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We are thus to find a projective transformation which assigns 

point X'°°(l, 0, 0) to point Q(—9, — 1 , 1), 
point 7'°°(0, 1, 0) to point P(0, 0, 1), 
point O'(0, 0, 1) to point ,4(0, - 1 , 1). 

Let us write this in the form of a matrix : 

f = 
9 
0 
0 

- 1 
0 

- 1 

1 
1 
1 

is to correspond to 5 
Γ1 

0 

[o 

0 
1 
0 

01 
0 

lj 
Thus the unknown in our calculation is the matrix 5( = [aik] 

satisfying the condition 

9 
0 
0 

- 1 1 
0 1 

- 1 1 

1 3 ~ 

2̂3 

^33_ 

= 
"1 0 0] 
0 1 0 
0 0 l j 

^9.1 I 

Since we have a unit matrix on the right side, we can, by using 
a well-known formula (see Chapter 1, § 4), represent the elements 
aik in the form 

Xki denotes here a minor of the determinant | ï | corresponding to 
the term which is found in place Te, i (x), and X denotes the nu-
merical value of the determinant |.¥|. 

Putting the common factor 1]X before the symbol of the 
matrix, we obtain the equalities 

?( = | 

1 
X 

-

an a12 a 13 I 

^21 ^22 ^23 1 

a31 a32 tt33j 

1 ° l 

— 1 1 
- 1 —1 * 

- 1 1 

I ° l \ i ~9 l \ 
0 1 1 1 0 1 1 "~ 

| o o 
1 0 —1 

- 9 - 1 
1 0 - 1 

- 1 
0 

— 9 
0 

1 ~ 9 

0 

1 1 

— 1 
0 

1 
X 

1 0 
0 - 9 
0 - 9 

*-

— 1 
9 
0 

(x) I t should be noted that the order of the indices i, Je in the terms 
«tfc and Xfri is reversed. 



146 NOMOGRAPH Y 

The common factor l/X plays no part in our calculations 
since it appears in all the terms aik and on multiplying 3f3f it 
will pass into all the terms of the product, i.e. into all the triples 
of homogeneous coordinates. Disregarding this factor, let us 
write our projective transformation, which turns points P, Q and 
A into points P'°°, Q'°° and A': 

yn yu vii 
2/21 2/22 2/23 

2/31 2/32 2/33 

= 
X-i o # 1 < 

— I #21 *̂ 22 

# 3 1 # i * 

1 
0 
0 

0 
- 9 
- 9 

- 1 
9 
0 

#11 "#12 "#13 #11~Γ^#12 

#21 "#22 "#23 #21 ~Γ "#22 

#31 »^#32 "#33 #31 ~Γ ^#32 

Substituting for matrix de a matrix formed of the terms of 
determinant (16.7) we finally obtain 

yu yn yii 
2/2I 2/22 2/23 

2/3I 2/32 2/33 

= 
~ 1 

0 
z~2 

9a 
9 6 - 9 

- 9 ; r 3 - 9 

- 1 
9 

-z-2 + 9z-z 

Returning to the non-homogeneous coordinates we obtain 
the following scale equations: 

L = 2/11/2/13 = - i , 

Va = 2/12/2/13 = ~ 9 a > 

h = 2/21/2/23 = °> 

Vb =2/22/2/23 = δ — 1 , 

£z = 2/31/2/33 = 2 / ( 9 ~ 2 ) , 

% = 2/32/2/33 = ( 9 z » + 9 ) / ( z - 9 ) . 

We have obtained for the variables a and b regular scales on 
parallel lines, the end-points of our scales forming the four vertices 
of a rectangle (Fig. 74); the curvilinear scale z is contained 
between the scales a and b. 
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In order to make the drawing easier to read, let us mutliply 
the abscissas by —5 and the ordinates by 10/9: 

ξ'α = 5, η'α = -10α, 
fi = 0, ^; = 10(6 —1)/9, 
ξ'ζ = 52/(Z-9), η'ζ = 10(23+1)/(2-9). 

The nomogram defined by these equations is shown in Fig. 74. 

in—, 
n 

9-

8-

7-

6-

5-

*-. 

3-

2-

'< 

\ 
D' 

9 

8 

7 1 

6 

5 fc 

4 t 

_3 È 

2 b 

if 
J 

Ύ ' 

H-25 

f-2-2 

\-2Λ 

4-2-0 

1 2 

w - 0 

\-l-8 

-rl-7 

-16 

-1-5 

1 l 

F I G . 74 

A 

1 f 

, 1 

Π.Ω 
ira 

ira 

UV 

iro 

iro a 

in 

ira 

Π9 

Ω1 

0 r 
V i 

EXAMPLE 2. Draw a nomogram for the relation 

Tl 
rpoo __ 

2Ti-T9 
(16.8) 

where Tx and T% vary in the interval from 0° to 30°, and we always 
have Τλ < T2. 

These conditions do not define the variability limits of T°°; 
let us assume that 10 < T°° < 100. 

file:///-l-8
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We already considered this equation in § 12, Example 1 (Fig. 58), 
where we assumed reading the rise of temperatures Tx and T2 and 
finding (possibly by means of a slide-rule) the ratio T%\TX. 

a. Writing equation (16.8) in the form 

-T9 
1 

2TX 2Τ* 
■ Γ 1 + 1 = 0 

we can see tha t it is of the Cauchy type. I t can thus be expressed 
by means of a determinant in the following way: 

1 0 T2 

0 1 \\2T« 

1/277! Tx 1 
- 0 . (16.9) 

We thus have, on dividing by T2]2T°°, the scale equations 

ξχ = l / r a , ηχ = 0, 

Î2 = °> V2 = 2?700, 

ξ9 = ψΤΐ9 η3 = Τν 

Taking into consideration the given variability intervals 
of Tx and T2 we shall have a nomogram shown in outline in Fig. 75 
(since the relevant points of the jT2-scale lie on the £-axis on the 
segment from 0-02 to 0-1 and the points of the T°°-scale lie on the 
?^-axis on the segment from 20 to 200, for the sake of clarity 
we have taken on the f-axis a unit t ha t is 1000 times as large 
as the unit on the ry-axis). 

b . This nomogram is not suitable because it has unlimited 
dimensions; the T^-scale has its zero point in infinity. Moreover, 
the units of the scales Tx and T2 have large variations in the 
interval from 0° to 30°. 

Let us turn the quadrilateral AB^C^D into a rectangle. 
To do this we must find the coordinates of the diagonal points 
of our quadrilateral. One of the diagonal points is the origin of 
the system as the intersection point of the sides AB°° and C°°D. 

The second point is the intersection point of the sides AD and 
ßooQoo i e faç p 0 m t a t infinity of the straight line CD. Let us 
write the equation of this line: since point A has coordinates 
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1 /30, 0 and point D has coordinates 0, 20, the equation of the line is 

30Z+2//20 = 1, 

or in the homogeneous form 

3 0 ^ + ^ / 2 0 - ^ = 0. 

T°°i 
too0] 

90° \ 

HOc\ 

70°\ 

60° \ 

50° \ 

40°\ 

30°\ 

20°\ 

io°î 

o°-, 

c~ 
i200 

1 
\40° 
X 20" Tt 

D X./0· 
002 004 "0-08—04 

^ ^ Ι ι ' ι ' 1 ** p c30°20° 10° B°° 

FIG. 75 

Since we have #3 = 0 for the point a t infinity, let us assume 

xx = l , χ2= —600. 

Therefore we look for a projective transformation tha t will 
assign 

point (1, 0, 0) to point Q{1, - 6 0 0 , 0) 

point (0, 1 ,0) to point P ( 0 , 0, 1), 

point (0, 0, 1) to point C°°(0, 1, 0). 
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The matrix of our transformation should satisfy the equation 

1 
0 
0 

As before, we have 

600 0] 
0 1 
1 0 

3i = 
Γ1 0 01 
0 1 0 
0 0 lj 

10 1 
| i o 
10 1 
0 0 

- 6 0 0 0 
1 0 

1 0| 
0 01 

-600 0 
0 1 

1 0 
0 1 

0 0 
0 1 

1 
0 

- 6 0 0 
1 

1 
0 

- 6 0 0 
0 

-1 0 - 6 0 0 
0 0 - 1 
0 — 1 0 

The equation of the transformed nomogram is of the form 

[i o τ2ι 
0 2T°° 1 

[l 2T\ 2TJ 

Γ —1 
0 

I ° 
0 
0 

- 1 

—600" 
— 1 

0 
= 

Γ-1 ~τ2 
0 - 1 

— 1 - 2 T X 

- 6 0 0 " 
9/7700 

—600-2T2 

and consequently the scale equations are 

ξ[ = 1/600, η{ = 2V600, 

f i = 0, η'2= 1/2Τ00, 
ξ'3 = l /(2TÎ + 600), η'3 = ^ 7 ( ^ + 3 0 0 ) . 

The first two scales lie on parallel lines and the third on an ellipse 
since from the equations with parameter Τλ we have successively 

η = 2Τ±ξ, Τλ = η 

2ξ 

-2-L1200I2 = 2f, 

ξ=-
2ξ* 

2(r;/2|)2 + 600 ^2 + 1 2 0 0 | 2 

ψ-^ΐΧΌΌξ* = ϊξ, 1200( | -1 /1200) 2 + /^ 2 = 1/1200. 

We can see tha t the scales T2 and T°° lie on tangents to the 
ellipse. Les us divide the ordinates by | / l 2 0 0 in order to obtain 
a circle instead of an ellipse and then let us multiply all the coor-
dinates by 600: 

f, = l , »?: = 2V20 j / 3 , 

f „ = 0, Vu = 5\/3IT°°, 
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fin = 6 0 0 / ( 2 ^ + 6 0 0 ) , η.ιτ = 10 j / 3 ^ / ( T Î + 3 0 0 ) . 
Fig. 76 shows the ultimate shape of the nomogram. 
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16.3. The procedure described here does not comprise cases 
where the smallest convex multilateral containing the nomogram 
is a triangle. I n those cases the ultimate form is obtained by 
writing the formulas of projective transformation of a plane in the 
form 

Wx+hy+bz 
f = 

CxX + CiV + Cs 
η 

c1x+c2y+c3 

where c1#-f-c22/+c3 is the left side of the general equation of the 
straight line which is transferred to infinity, αχχ+α^+αζ is the 
left side of the general equation of the straight line which is trans-
formed into the straight line ξ = 0, and b1x+b2y+b3 is the left 
side of the general equation of the straight line which is transferred 
upon the axis η = 0. 
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EXAMPLE 3. Draw a nomogram for the equation 

io = vuv 

where u and v vary in the interval from 0 to 1. 
By logging we obtain log w — log v — v log u = 0. This is 

an equation of the Cauchy type which can be written by means 
of a determinant 

1 0 —log w 

0 1 —log u 

1 —v — log v 

= 0 or 
0 —log w 1 
1 —log u 1 

-v —\ogv 1—v 

The latter form implies the following scale equations: 

xw = 0, xu = 1, xv = vl(v — l), 

yw = - l o g w, yu = - l o g u, yv = log vj{v-l). (16.10) 

As can be seen in Fig. 77, the nomogram lies in a triangle 
with an ordinary vertex (1, 0, 1) and two vertices a t infinity 
(0, 1, 0) and (1, 0, 0). 

The curve v has two asymptotes: the y-axm and a straight 
line a parallel to the #-axis ; the equation of the line a is obtained 

FIG. 77
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by finding the limit of the expression yv for v -> 1. By the L'Hos-
pital rule we have 

limieiüLÜ = lim i ^ i l Ü l o g l o e = 0 ·4343 : lim Ü i = 0-4343. 
υ->1 V—1 v-»l V—1 υ->1 1 

We shall now convert our triangle into a finite-dimensional 
triangle in such a way as to have 1. the origin of the iv-scale, 

i.e. point lw, a t the mid-point of the segment with end-points lu 

and lv and 2. point 0-5w a t the mid-point of the transformed 
w-scale. The fulfilment of condition 2. will make the w-scale 
similar to a regular scale. 

Condition 1. will be satisfied if point P(2, 0, 1), forming 
a harmonic four with points lw, lu, lv, turns into a point a t infinity. 
Similarly, condition 2. will be satisfied if point Q (0, log 0-5) on 
the y-axis, forming a harmonic four with points 0-5w, lw and 0W, 

turns into a point a t infinity. I t can thus be seen tha t the straight 
line joining points (2, 0) and (0, log 0-5) must be transferred to 
infinity. Replacing log 0-5 by number —0-3 we obtain the 
equation of the straight line PQ: 

3x-20y-6 = 0. 

Leaving the w-scale on the i/-axis and the line lulvlw on 
the x-axis, we obtain a projective transformation in the form 

f = X , η= V . (16.11) 
3x-20y-6 3 z - 2 0 i / - 6 

Substituting into the right sides of these equations expres-
sions (16.10) defining the scales w, u and v in the original system 
of the axes x and y, we finally obtain the equations 

of the w-scale: ξ„ = 0, η„ 
-log w 

20 log w—6, 

of the ^-scale : ξη = , ηΗ — 

of the ^-scale: 

2 0 1 o g w - 3 20 log u—3 

—v —log v 

2 ^ + 2 0 log v—6' v 3^+20 log v—6 
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The nomogram defined by these equations is shown in Fig. 78. 
As we know, the asymptote a with the equation y = log e has 
turned into a tangent a' to the curve v ; the equation of the tangent 
a will be obtained by (16.11) in a parametric form: 

ξ = z/(3a;-20 log e—6), η = log e/(3z-20 log e -6) . 

F I G . 78 

By eliminating parameter x we obtain 

3 log e . f—(20 log e+6) rç—log 6 = 0. 
Exercises 

1. Draw a nomogram for the equation 
z 2 +az-f 6 = 0 

for the intervals 0 < a < 1, 1 < b < 10. 
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2. Make the transformation described in Example 2 taking instead 
of the origin P of the system a point P x with coordinates 0, —20, 1. 

3. Construct a nomogram for the equation 

W = (H4-ft4)/6tf, 

where h varies in the interval from 10 to 25 and H varies in the interval 
from 20 to 30. 

4. Construct a nomogram for the equation 

l ^Ιλ-\-12 = hsjh* 

where the two variables lx and l2 run over the interval from 1 to 10. 
5. Draw a nomogram for the equation 

where T2 is the rise of the temperature of a motor in the time from 
tx to t2. 

6. Draw a nomogram for the equation of the third degree 

az3 + bz2-l = 0 

where the coefficients a and b assume all values greater than 10; only 
a positive value of z is required. 

§ 17. The Clark equation 

The equation 

Λ(*)Λ(») Λ(*)+[Λ(*)+ΛΜ] Α8(*)+ι = o 
is called the Clark equation. For all values of x and y such that 

(17.1) 

0. (17.2) 

The scale equations will be of the form 

fi = l//i2(*), i 7 i = - l / / i ( * ) , 

h = VPM, V2 = lIMy), 

h = 03(*)> Vs = h(z)-

I t can easily be seen that the first two scales are the same 
curve of the second degree ξ = η2. 

Μ*)ΦίΜ 
is equation can be written in the form 

1 

/i(*) -ft(y) 

i -Λ fl 
i -h n 
9» K l 
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We shall thus obtain a nomogram (Fig. 79) consisting of three 
scales two of which lie on a parabola and the third on a curve 
with parametric equations defined by the functions ξ = gz{z), 

η = hB(z). 

Each straight line joining two points x and y, a so called 
cord of the parabola, intersects the third scale a t a point z which, 
together with the given x and y, satisfies the Clark equation. 
I n the limiting case, where instead of a curve we take a tangent, 
i.e. where fx(x0) = /2(2/0)> w e s n a l l obtain, if the functions occurring 
in the equation are continuous, a point z0 which also satisfies 
the Clark equation. 

EXAMPLE. Construct a nomogram for finding v from the 
equation 

5u2v—1 
w = -, 

5v—u2v2 

where 0 ^ w ^ 1, 1 ^ u. 

This equation can be reduced to the Clark form: 
—u2v2w-\-5(w—u2)v-{-l = 0. 

We have here 
Λ = w> Λ = —^2' #3 = v2, h3 = 5v. 

Writing this equation in the form of a determinant, 
I 1 — w w21 

= 0 

FIG. 79
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(inequality (17.1) being always staisfied under our conditions 
because w Φ —u2), we can see that 

i i = l/w2> ηλ = —1/w, 
ξ2 = 1/w4, 772 = l lu2, 

£3 = v2> *?3 = 5v. 

An outline of the nomogram defined by these equations is 
shown in Fig. 80. We can see that the w-scale is an arc of a pa-

F I G . 80 

rabola from point A to point B, the w-scale is an arc lying on 
a half-plane with negative ordinates from point C to infinity, and 
the v-scale is an arc of the parabola η2 ~ 25f from point A to 
point E with coordinates 1, 5. This arc cannnot be replaced by 



158 NOMOGRAPHY 

a smaller arc in this drawing because we also want to read values 
of v tha t correspond to numbers u and v close to unity. 

Our nomogram is unsuitable because it has infinite dimensions ; 
moreover, the reading of the v-scale involves considerable error 
since tha t scale lies outside scales u and w. 

I n order to give this nomogram a more convenient form we 
transform the plane by projection in such a manner as to turn 
the quadrilateral A'B'C'B' into a rectangle and make the arc 
ΑΈ' of the v-scale lie inside tha t rectangle. I n order to do this 
we must transfer two diagonal points of the quadrilateral to 
infinity. Since the (only) point a t infinity of the parabola lies 
on the axis of symmetry of the quadrilateral, joining pairs of 
vertices by diagonals we shall obtain diagonal points P , Q and R. 

The drawing makes it obvious tha t the w-scale can only be carried 
over to the other side of the v-scale by intersecting the plane by 
the straight line PQ and by transferring it to infinity. Therefore, 
we must assign points a t infinity to points P and Q, leaving 
point A, for example, a t the origin of the system. 

Since 

point (1, 0, 0) is to correspond to point P ( l , 0,1), 
point (0, 1, 0) is to correspond to point Q( — 1, 
point (0, 0,1) is to correspond to point A (0, 0, 1) 

we obtain matrix 3( from the matrix 

- i , i ) , 

by inversion; we then have 

Si = 

Multiplying the matrices 

1 0 1" 
1 —1 1 
0 0 1 

- 1 0 1 
1 1 —2 
0 0 - 1 

5v 1 

— 1 0 
1 1 
0 0 

r 
— 2 
- 1 

= 

—w—l —w \J
r2w—w'2'' 

— 1+u2 u2 \—2ν?—νϊ 

5v—v2 5v v2 — \0v—1 
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we obtain the scale equations 

£1 = (w+l)l(v^-2w-l)9 

ηχ = wj(w2—2w—l), 

f a = ( l - ^ ) / ( M 4 + 2 ^ - l ) , 
η2= -ν?Ι(η*+2η2-1), 

ξζ= (5v-v2)l{v*-l0v-l), 

ηΛ = 5υΙ(ν2-10υ-1). 

The scales u and w are still on the same curve of course ; after 
the transformation it is a hyperbola, which is shown by the 
following : 

FIG. 81 
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ξ = w+1 =i i l 

η w w 

ν(ξ—η) η2—ξη 
η2—2η(ξ—η) — (ξ—η)2 ξ2—2η2 

ξ2-2η2 = -ξ+η, 

(1+1/2)2-2(17+1/4)2 = 1/4-1/8, 

8(f+l/2)*-iefo+l/4)* = l. 
Substituting values from the interval (0, 1) for the variable 

w and values from 1 to infinity for the variable u we verify 
that the arcs corresponding to these intervals indeed have their 
end-points at the vertices of the rectangle A'B'C'D'. 

Let us now find the v-scale. Using the parametric equations 
we must find the coordinates of points corresponding to values 
from the interval (0, 1). We shall obtain a scale lying on the arc 
ΑΈ', i.e. extending from the origin A of the system to the point 
with coordinates ξ = 0*4 and η = —0-5 (Fig. 81). 

To give the nomogram a more convenient form we make the 
ordinates of all the points five times larger. 

Exercises 

1. Write the equation 

u sin w cos2 w-\--— sin2 w = 0 
v v 

in the Clark form and construct a nomogram for the intervals — 2 < u <] 0, 
1 < v . 

2. Regarding the equation 

uvw-\-\ = 0 

as a Clark equation (h3 = 0) draw a nomogram for this equation making 
two scales lie on the same curve of the second degree and the third scale 
on a straight line. 

Find in which cases this nomogram is better than a nomogram consisting 
of three rectilinear scales. 

3. Given the equation of the second degree 

wx2-\-wzx-\-2 = 0, 

with the parameter w varying in the interval from 2 to 4, draw a nomo-
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gram from which it would be possible to read the value of the root xx 

of this equation if 

- 3 - 9 < w < - 1 , - 3 - 9 < * 2 < - l . 
4. Draw a nomogram for the equation 

xy2z2+y2z+xz = 3 
where the parameters x and y vary in the interval from 1 to 3. 

§ 18. The Soreau equation of the first kind 

The equation 

h(y)+h{z) 
92(y)+93(z) 

is called the Soreau equation of the first kind. 

(18.1) 

An equation of this type can be written in the form 

| / i 1 0 | 

h 
0. 

#3 = 0, 

#3 = 1, 

Xn == 1 , 

(18.2) 

The homogeneous scale equations 

Xl = / D x2 — 1> 
Xl = J2> X2 = $2·> 

Xl — / 3 ' X2 == 9& 

show tha t we are dealing with one rectilinear scale (on a straight 
line a t infinity) and two curvilinear scales (Fig. 82). 

FIG. 82
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Usually the scale on the straight line a t infinity is transferred 
by means of a projective transformation upon an ordinary 
straight line. 

EXAMPLE. Draw a nomogram for the equation 

3 π ρ ( # 2 - Γ 2 ) = 4 ( £ 3 - Γ * ) 

for the intervals 0 < r < 4, 5 < R < 10. 
From this formula we can find the distance ρ of the centre of gravity 

of a quarter of a circular ring with radii r and R from the geometrical 
centre of the ring. 

Let us write this equation in the form 

3T^ 

4 

R?-r* 

R2-r2 

I t obviously belongs to the Soreau type which we have been 
considering; using form (18.2) we obtain 

f-πρ l 
Ä3 R* 

-** -r2 

0 
- 1 

1 
= 0 or 

- Ϊ π ρ 
£ 3 

r3 

-1 0 
R2 1 
r2 1 

= 0. 

The sketch in Fig. 83 shows us tha t the scale which gives the 
readings of the values of ρ lies outside the scales r and R. In order 

FIG. 83
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to locate it between them we must make a transformation 
transferring the straight line dividing the scales r and R to 
infinity; then the ρ-scale will appear between the scales r and R. 

Let us do this in such a manner as to make the end-points 
of the scales r and R the vertices of a rectangle. The end-points 
of the r-scale are the points 

0(0,0) for r = 0, £(64, 16) for r = 4; 

the end-points of the R-scale are the points 

(7(125,25) for B = 5 and Z>(1000, 100) for 22 = 10. 

In order to find the coordinates of the diagonal points P and Q, 
let us write the equations of the lines OB and CD; we obtain 

y = xj4r 
and 

x y 1 
125 25 1 

1000 100 1 
= 0, i.e. -75£+875?/-12 500 = 0. 

Solving these equations we obtain as the coordinates of point 
P numbers 

xP = 2 000/23, yP = 500/23. 

Similarly, to find the coordinates of point Q we write the 
equations of the lines OC and BD : 

y = x/5 
and 

x y I 
64 16 1 

1000 100 1 
= 0, i.e. —84^+936?/—9 600 = 0. 

These equations give us 

xQ = 4 000/43, yQ = 800/43. 

Leaving point 0 at the origin of the system we shall require 
that 
point (1, 0, 0) should correspond to point P(2000, 500, 23), 
point (0, 1, 0) should correspond to point Q(4000, 800, 43), 
point (0, 0, 1) should correspond to point 0(0, 0, 1). 
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The inverse of the matrix 

is the matrix 

31 = 

2000 500 23 
4000 800 43 

0 0 1 

800 - 5 0 0 3100 
-4000 2000 6 000 

0 0 -400000 

Let us take instead of 3i a matrix with terms multiplied by 
0-01 : 

31 = 
8 

40 
0 

- 5 
20 
0 

31 
60 

-4000 

Multiplying matrices £ and 31 

Γ - | π ρ - 1 01 
i?3 jR2 1 
/V"i lyL· 1 

" 8 —5 31" 
— 40 20 60 

0 0 4000 

Γ - 6 π ρ + 4 0 ^ π ρ - 2 0 - ^ π ρ - 6 0 Ί 
8J?3-40£2 -5i?3+20i?2 31i?3+60222-4000 

l_8? 
"3—40r2 —Or3-+-2C )r2 3 1 ^ + 6 0 Γ 2 - 4 000 J 

we finally obtain the scale equations 

fi 
24πρ-160 
93πρ+240 ' 

8 # 3 - 4 0 # 2 

31i?3+60Ä2-4000 

8r2-40r2 

31r3+60r2-4000 ' 

Vi 

V2 = 

η* = 

80-15πρ 
93πρ+240 ' 

-5J?3+20i?2 

31J?3+601?2-4000 

—5r*+20r2 

31r3+60r2-4000 ' 

By interchanging ξ with η and vice versa, by changing the 
signs and by a suitable choice of limits we shall obtain the nomo· 
grams shown in Fig. 84. 



EQUATIONS WITU THREE VARIABLES 165 
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Exercises 

1. Construct a nomogram for the equation 
7Γ R*-r3 

~ 3 R-r 

for 0 < r < 10 and 20 < R < 30. 

2. Construct a nomogram for the equation 

u2 — uw-\-v (1 — w) = 0 

giving the readings of the values of w when u and v vary in the intervals 
0 < u < 4 and 1 < v < 8. 

3. Draw a nomogram for the equation 

uw = vw-\-v?-\-v* 

where u varies in the interval from 1 to 2-5 and 
from 1 to 1-5. 

varies in the interval 
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§ 19. The Soreau equation of the second kind 

The equation 

/iW+/2(y) = Λ(*)+Λ(*) 
9i(z)+92(y) 9Ι(Χ)+9Β(*) 

is called the Soreau equation of the second kind. 

F I G . 85 

An equation of this kind can be written in the form 

ΙΛ <7i 1 | 
/ a g2 - 1 = 0 . (19.1) 

As can be seen from equation (19.1), in the general case each 
of the three scales lies on a curve (Fig. 85). The scale equations 
are: 

ί ι =/ i (s)> ηλ = 9i(x)> 

£2 = —h(y)> % = —92(y)> 

£3 = —A(2)> ^3 = —9z{z)-

EXAMPLE. Draw a nomogram for the equation 

3xz2+2x2y+6y2z-2xy2—6tjz2—3x2z = 0 

where each variable runs over the interval (0, 1). 
This equation can be written in the form of the Soreau equa-

tion 
}-V 

x2-2y2 

x—Zz 

x2-3z2 
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and thus also in form (19.1): 

- 0 . 

167 

X 

2y 
3z 

X2 

-2y* 
- 3 z 2 

1 
- 1 
- 1 

We obtain hence the following scale equations: 

£i = z> Vi = z2, 

i 2 = ty> η* = 2y2, 

fs = 3z, % = 3z2. 

The nomogram defined by these formulas is shown in Fig. 86. 

This nomogram does not give great accuracy because the 
straight lines joining the points of the u-scale with the points of 
the w-scale tha t are close to unity intersect the v-scale a t acute 
angles. In order to give the nomogram a better shape we should 
have to enlarge considerably the distance of point 0-5w from the 
diagonal line x = y leaving unchanged the points on tha t diagonal. 

FIG. 86
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This can be achieved in a number of ways, e.g. by transforming 
the plane so as to turn 

point 0 (1 , 1, 0) into point X'°°(l , 0, 0), 

point 4(0-5, 0, 1) into point Γ'°°(0, 1, 0), (*) 

point 0(0, 0, 1) into point 0(0, 0, 1). 

Since point A is a pole of the straight line y = x with respect 
to the parabola on which the w-scale lies, the arc 0W1W of the 
parabola, as we know, turns into a half of an ellipse or of a circle 
(the straight line AQ°° does not intersect any of the three parabolas 
in question). 

This does not seem the best way, however, because the neigh-
bourhood of point 0-5w would be enlarged much more than, 
for instance, the neighbourhood of point 0, which is not abso-
lutely necessary here. Let us choose another method. Take an 
affine transformation of the triangle OBC into another triangle, 
in which the ratio of the sides OC to the remaining sides will be 
considerably less. We shall perform this in a purely geometrical 
manner without writing the equations. 

We draw an arbitrary triangle O'C'B' transferring in an 
affine manner (i.e. by retaining the ratios of parallel segments) 
the network of lines x = a and y = b as in Fig. 86. We obtain 
an oblique system of coordinates, in which we draw the scales 
x, y and z, using the original equations (Fig. 87). 

Since the tangents a t points 0·5Χ, 0-5y and 0-5z to the corre-
sponding parabolas are parallel to the straight line 0(7, in the 
new nomogram the tangents a t the corresponding points will 
be parallel to the straight line Ο Ό ' . 

Exercises 

1. Make the transformation (*) of the nomogram shown in Fig. 86 for 
example. 

2. Write the equation of the nomogram shown in Fig. 87 where OQ°° 
and OA are axes of coordinates. 

3. Draw a nomogram for the equation 

uv2 -\- u2w2 -\- wv — v3w2— u2v — uw = 0 

where u varies from 0-6 to 0-7 and w from 0-5 to 0-6. 
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*4 
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§ 20. An arbitrary equation with three variables. Nomograms 
consisting of two scales and a family of envelopes 

Let the equation 
F(u, v, w) = 0 (20.1) 

be an arbitrary equation with variables u, v and w. 
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Consider arbitrary functional scales 

* = <Pi(u), y = ψ1(η)9 (20.2) 

* = ψΜ, y = ψ2^)- ( 2 0 · 3 ) 
We assume tha t the function F(u, v, w) has partial continuous 

derivatives and tha t the functions <pi and ψί have continuous 
derivatives. 

Let us choose a certain value w0 and a family of straight 
lines w0 joining such pairs of points u and v on selected scales tha t 
the following equation is satisfied: 

F{u, v, w0) = 0. (20.4) 

The straight lines of the family w0 have an envelope w0, 

which is a curve or a point (Fig. 88). 

Vk 
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The equation of the envelope w0 is obtained in the following 
manner : 

We write the equation of the straight line joining the point 
u with coordinates φ^η), ψχ(η) with the point with coordinates 
φ2{ν), ψζ(ν) in the form 

W2(v)—Wi(u) 
y—y>i(u) (■x—991(?i)). 

φ2(ν)-ψχ(η) 

Substituting for v the function 

v = g(u, w0) 

found from the relation F(u, v, w0) = 0, we transform the equation 
into the equation of a family w0 of straight lines 
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y - V i ( « ) = / ( « ) ( * - V i ( « ) ) (20.5) 

depending on one parameter u. 

The equation of the envelope w0 is obtained, as we know, 
by differentiating (20.5) with respect to u: 

-V i (« ) = / ' (« ) ( * - « i ( « ) ) - / ( « ) · 9 » (20-6) 
and eliminating u from equations (20.5) and (20.6). 

Thus, for different values of the variable w we have obtained, 
in general, different curves w (Fig. 89). 

F I G . 89 

The manner of using a nomogram consisting of two scales and 
one family of envelopes is obvious: three numbers uQ, vQ and w0 

satisfy equation (20.1) if and only if the straight line joining 
point u0 of the u-scale with point vQ of the v-scale is tangent to 
the curve w0. 

The calculations necessary to determine the envelope equations 
are generally cumbersome. In many cases we can simplify them 
considerably by choosing the scales u and v on straight lines. 

For instance, if the scales u and v are regular and lie on 

parallel lines, i.e., if 

x = 0, y = u, 

x = 1, y = bv. 



v = 2w-
u—2w 

and substituting, we obtain the equation of the family of straight 
lines w dependent on parameter u 

(u2—2uw)x-{-2uwy—2w2y = 2u2w—2uw2. 

Differentiating with respect to u, 

2(u—w)x-\-2wy = 4tuw—2w2, 

and substituting into the preceding equation, we obtain—after 
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and the given equation is of the form v = g(u, w), then the envelope 
is defined by the pair of equations 

y—u = \bg(u, v) —u)x, 

from which the parameter u must be eliminated. 
EXAMPLE. Construct a nomogram for the equation 

w\u-\-v— ^u2-\-v2) = uv 

for 
0 < u < 10, 0 < v < 5. 

Let us select for the variable u a regular scale on the 
y-axis, 

x = 0, y — u, 

and for the variable v a regular scale on the #-axis, 

x = v, y = 0. 

The straight line joining points u and v has the equation 

x y 

— + — = i. 

Finding from the given equation 
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a certain amount of calculation—the equation 

(2w-x)[w2-2w(x+y)+x2+y2] = 0, 

which contains the envelope 

w2—2w(xJ
ry)-\-x2j

ry
2 = 0. 

This is a circle tangent to the axes of the system, 

(x—w)2jr(y—w)2 = w2. 

Thus our nomogram consists of the u-scale on the y-axis, the 
v-scale on the #-axis and a family of circles tangent to both axes 
of the system (Fig. 90). 

v 
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By means of an affine transformation we can obtain a form as 
in Fig. 91. The family of circles w has been turned into a family 
of ellipses. 

As can be seen from the example given (where the function 
has been of a very simple form) the calculations necessary to 
write the equations of a family of envelopes are usually very 
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cumbersome. That is why, in more complex cases, we follow a 
different procedure in drawing a nomogram. 

Finding for a certain value of w0 several pairs of values of 
uk and vk we draw lines joining the points uk and vk of the chosen 
scales u and v, and we draw the envelope w0 on the grounds 
of knowing several tangents. Similarly, we draw another 
curve w. 

This remark refers particularly to cases where instead of the 
equation F(u, v, w) = 0 we have a table of values, of the variable w, 
for instance, in relation to the variables u and iv, which is the 
case in numerous experiments in technological research. 

Exercises 

1. Construct a nomogram for the equation 

{u — v)2 — Sw {u+v)-16w2 = 0 

for 0 <^ u <^ 10 and 0 <C v <^ 10, choosing for u and v two regular scales 
on parallel lines. 

yl 

F I G . 92 

2. Construct a nomogram for the equation 

w\u2-{-v2 = uv—10u-{-12v 

for 
0 < u < 5, 0 < v < 4, 

choosing for u and v two regular scales on intersecting straight lines. 

3. Construct a nomogram consisting of two scales and one envelope 
family for the relation between x, y and z shown in Fig. 92. 
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II. LATTICE NOMOGRAMS 

§ 21. General form of lattice nomograms 

Let f(x, y, w) = 0 be any function of three variables satisfying 
the following condition: 

There exists on the plane (x, y) a domain D such that , if the 
point (x0, y0) belongs to D, then there is a t least one value of 
w0 such tha t 

/(#o> 2/o> ^ο) = 0, fx2(x0, y0, w0)+f'y\xQ, y0, w0) > 0. 

This condition implies the existence of a curve passing through 

the point (x0, y0) each point of which satisfies the equation 

f(x, y, w0) = 0. 

The set of all points satisfying the equation 

f{x, y, w0) = 0 

forms one or more curves. This set is called the iv0-line. The 
x0-line is the straight line x = xQ; the y0-line is the straight line 
y = yQ, We thus have three families of lines (Fig. 93) : 

x 
FIG. 93 

1. the family of straight lines parallel to the 2/-axis, 
2. the family of straight lines parallel to the #-axis, 
3. the family of curves f(x, y, w0) = 0. 

As follows from the definition of lines xQ, y0 and w0, they 
have a point in common if and only if numbers x0, y0 and w0 

satisfy the equation 
/(*o> 2Λ» w0) = 0. 
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We can make another drawing. Let us take three families of 
lines (Fig. 94) on a plane (ξ, η) 

ϋ(ξ, η, χ) = 0, ν(ξ, η, y) = 0, ψ(ξ, η, w) = 0, 

selected so tha t the curve ϋ(ξ, η, χ0) = 0, the curve F(f, η, y0) = 0 
and the curve TF(|, η, w0) = 0 have a point in common if and 
only if the following equation is satisfied: 

/(*o> Vo> wo) = 0. 
Our assumptions regarding Fig. 94 recall an analogous property 

of collineation nomograms, where numbers u, v and w were 

ξ 
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represented by points and the fulfilment of a given equation by 
numbers u0, v0 and w0 was equivalent to the collinearity of the 
points representing those numbers. Now we have lines instead 
of points, and instead of the collinearity of three points we have 
the possession of a point in common by three lines. Drawings 
such as Figs. 93 and 94 play a similar role to tha t of collineation 
nomograms. We call them lattice nomograms. 

In §§ 10-19 we considered only certain types of equations and 
showed the methods of drawing nomograms for them. Now 
we can draw a lattice nomogram for practically every function of 
three variables. Moreover, as can easily be observed, lattice 
nomograms can be subjected to any continuous and one-to-one 
transformations on a plane or in space, because any three lines 
having a point in common will then turn into three lines having 
a point in common. This is a very important property since, 
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in case where the domain D, which contains our nomogram, 
has different degrees of accuracy in its different parts, we can 
alter this by enlarging less accurate parts and reducing those 
which are too accurate. 

For example, let us take the equation 

w = uv 

in the intervals 0 ^ u ^ 4 and 0 ^ v ^ζ 4. 
The equation x = u and the equation y = v represent two 

families of straight lines parallel to the axes of coordinates, and 
the equations xy = w represent hyperbolas whose asymptotes 
are the axes of coordinates (Fig. 95). 

In order to find, for instance, the product 3-5 . 1-5 we make 
the lines u = 3-5 and v = 1-5 intersect and read what number, 
approximately, is represented by the hyperbola which passes 
through tha t point: the figure shows tha t the number is 5-25. 

Let us now make another drawing for the same equation, 
substituting u = 2} x and v = 2\/y. (This is not a projective 
transformation of course.) 

Lines parallel to the axes of coordinates turn again into lines 
parallel to the axes of coordinates ; but the regular scales on the 
axes have been changed to scales of the second powers in order 
to turn the hyperbolas corresponding to the values w — L 2, . . . , 

FIG. 95
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which in the former nomogram ran more and more closely together 
with the growth of w, into curves more evenly spaced. 

With our substitution we have 

w = uv = 2 \fx.2]/y or xy = w2j\6; 

we have again obtained hyperbolas, but now they intersect the 
straight line y = x a t points of the regular scale. 

The nomogram of Fig. 95 can be used when a relative accuracy 
of reading on the w-line is needed, and tha t of Fig. 96 — 
when we require absolute accuracy on the w-line. In the latter 
nomogram the accuracy of reading the products uv is rather 
small when the ratio of those numbers is great. 

F I G . 96 

That accuracy can be improved without enlarging the dimen-
sions of the drawing. I t is easy to see tha t this can be done by 
changing the lines u and v, which in both nomograms were parallel 
to the axes of coordinates, into curves deviating from the axes more 
and more as their distance from the origin of the system increases. 
Let us simply join by straight lines the points of intersection of 
the u-\ine and the line y = 4 in the first drawing with the points 
of intersection of the u-line and the #-axis in the second drawing ; 
let us do the same with the v-lines (Fig. 97). We obtain a lattice 
of lines which, in point of density, has properties intermediate 
between the first and the second drawing. 
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How can we now draw lines corresponding to the different 
values of the variable w ? The simplest way would be—without 
entering into calculations, which are unnecessary here—to draw 
the lines by means of this very system of coordinates u and 
v by using the equation uv = w. Tha t is how the third form of 
our nomogram has been executed. 

x 
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Obviously, lattice nomograms admit a much greater variety of 
forms than collineation nomograms. We make our choice, drawing 
in an entirely arbitrary way two families of lines corresponding 
to two values of the variables, and then, assuming a certain 
value of w0 we find, as in every system of coordinates, those 
pairs of numbers u0 and v0 which satisfy the equation f(u0, v0, w0) 
= 0. 

Now, having drawn the line iv0, we follow the same procedure 
in drawing other w-lines. 

Comparing lattice and collineation nomograms we can observe 
tha t each of the two types has its advantages and disadvantages : 

1. Lattice nomograms can be used to represent any relation 
of three variables; collineation nomograms can represent only 
those relations which can be written in the form 

<Pi(z) ΨΙ{Χ) 1 I 

<p*(y) v>2(y) i 

ΨΑΖ) ψ?Χζ) i ! 

- 0. 
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(As we know, reducing a given equation to this form is a complex 
problem even for relatively simple functions.) 

2. The drawing and calculation labour involved in making 
a lattice nomogram is much greater than tha t necessary for 
making a collineation nomogram. The former necessitates the 
drawing of several curves each of which must be determined by 
a large number of points. 

3. The ease and precision of reading is, as shown by experience, 
much greater in nomograms where a number is represented 
by a point and not by a line or curve, i.e. in collineation nomo-
grams. This is due to the fact tha t the lines and curves drawn 
in a lattice nomogram cannot run so densely as the points marked 
on functional scales; to a certain extent, what makes it more 
difficult to use lattice nomograms is the fact tha t the mark 
denoting the numbers assigned to a line is removed far from 
the place of reading the line, while in functional scales the marks 
are close to the points. Finally the drawing itself is in the case 
of a lattice nomogram densely covered with lines, which hamper ; 
the user and increases the chances of making mistakes. Colli-
neation nomograms, on the other hand, are clear and easy to 
use, excluding the possibility of mistakes altogether. 

4. The wear of a lattice nomogram is much greater w i t i 
frequent use—and tha t is what nomograms are for—than tha t of 
a collineation nomogram, for in order carry out an interpolation 
in a lattice nomogram we draw the missing lines in pencil and then 
rub them out damaging the drawing proper. With collineation 
nomograms we can put over the drawing a thin piece of cellophane 
with a straight line drawn on its reverse. 

The features we have mentioned of the two types of nomograms 
show tha t we should always endeavour to represent an equation 
by means of a collineation nomogram. Only when the execu-
tion of such a nomogram is impossible or very difficult we have 
to content ourselves with a lattice nomogram. 

The drawing labour involved in making a lattice nomogram, 
which has been mentioned in 2., is much simpler if all the three 
families of lines u, v and w consist of straight lines. Lattice 
nomograms of this kind are called rectilinear nomograms. 
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We shall prove the following theorem: 
If for the equation : 

/ (" , v, w) = 0 (21.1) 

there exists a collineation nomogram, then there also exists a recti-
linear lattice nomogram for that equation, and conversely. 

Let N be a collineation nomogram for equation (21.1). Consider 
a correlation on a plane (Chapter I, § 5) which assigns to every 
point X(x1} x2, Χχ) a straight line ρ{η±, τι2, w3). As we know, 
every point Xu lying on the w-scale has a corresponding number u ; 
let us assign to that number a straight line pu which corresponds 
in the correlation to our point Xu ; we have thus obtained a family 
of lines pu assigned to the variable u. Similarly, we define two 
other families of straight lines, pv and pw, which correspond to 
the variables v and w. Now let X„, X„ and X„ be points of 
the scales n, v, w, respectively, which lie on a straight line Z0. 
Since the straight line l0 has in the correlation a corresponding 
point L0, through which pass the lines p°in p°v and p° corresponding 
to the points X^, X% and X°v, the condition that three lines repre-
senting three values u0, v0 and w0 such that f{u0, v0,iv0) = 0 
should pass through one point is seen to be satisfied. The drawing 
which corresponds in the correlation to the collineation nomogram 
is thus a lattice nomogram consisting of three families of straight 
lines. 

Exercises 

1. Draw a lattice nomogram for the equation 

v = πτ2Η/3 

for the intervals 1 < r < G and 3 < h < 12. 

2. Draw a lattice nomogram for the equation 

273 
y = 0-0017 H 

273 + ί 
for the intervals 0 < t < 40 and 600 < H < 800. 

3. Draw a lattice nomogram for the equation 

w = uv 

taking concentric circles as the 2/-lines and parallel lines as the ^-lines. 
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4. Construct a lattice nomograra for finding the roots of the equation 
of the third degree 

aw3-\-2aw-\-b = 0 

in relation to numbers a and b assuming that a runs over the interval 
from 2 to 5 and b—from —5 to — 0 1 . Does there exist a collineation 
nomogram for this equation ? Does there exist a lattice nomogram con-
sisting of three pencils of straight lines ? 

5. Draw a lattice nomogram for the equation 

wu = uv-\-l 

for the intervals 1-05 < v <! 1-45 and —0-5 <^ u <! —0-45. 

§ 22. Rectilinear lattice nomograms 

As follows from the considerations of § 20, all types of equa-
tions which have been considered in §§ 10-19 can be presented 
by rectilinear lattice nomograms. Although we already know 
the methods of constructing collineation nomograms for those 
equations, yet on account of the so called combining of nomograms 
for functions of many variables it is necessary to discuss the 
construction of lattice nomograms for those equations. 

a. The equation 

to = u-\-v (a) 

can be represented by means of a lattice nomogram consisting 
of three families of straight lines : the family of lines x = u, the 
family of lines y = v, and the family of lines x-\-y = iv. They 
are families of parallel lines (Fig. 98); by analogy with scales 
they could be called regular families because the distances between 
pairs of lines of the same family are proportional to the differences 
of numbers corresponding to those lines. Nomograms based on 
such three families of parallel lines are called the Lalanne no-

mograms. 

An affine transformation of a plane retains the parallelism 
of lines belonging to the same family but alters the angles and the 
ratios of the units of distance of the line families. For example, 
transforming the triangle ABC (Fig. 98) into the triangle A'B'C 

(Fig. 99) we shall obtain a nomogram in which the units and the 
angles will be different. 
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If we make a projective transformation of the plane, then 
each of the three families of parallel lines will turn into a family 
of lines of a certain pencil; since in Fig. 98 the vertices of the 
pencils are points a t infinity, we shall now obtain three pencils 

0 2 4 6 8 10^ 

8 

6 
v 

4 

2 

"\ "V N > " \ X X X "V N \ 

0 2 4 6 8 10 
w 

FIG. 98 
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whose vertices U, V and W will lie on a straight line (Fig. 100). 
The manner of assigning, for instance, numbers u to the elements 
of the pencil U is obvious : on an arbitrary straight line I parallel 
to the line UVW we draw a regular scale and then assign the 

M^KNN 
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F I G . 100 
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value u to tha t line of the pencil U which passes through point 
u of the regular scale; for any straight line drawn on the plane 
will intersect the lines of the pencil U in the projeetive scale, but 
only those lines which are parallel to UVW retain the regularity 
of the scale, since it is the point a t infinity of the scale tha t 
corresponds to the value oo. 

EXAMPLE 1. Draw a Lalanne nomogram for the equation 

Δ =3160G 1 ' 8 5 /d 4 , 9 7 

for the intervals 40 < d < 350 and 1000 < G < 10000. 
This equation is equivalent to the equation 

log Δ - l o g 3160 - 1-85 log £ - 4 - 9 7 log d. 

Assuming w = log Zl — log 3160, u = 1*85 log G, v — --4-97 log d, 

we have 
5-55 < u < 7-4, - 1 2 - 6 < v ^ - 8 - 5 , 

i.e. the equation 
w = u-\-v. 

Figure 98 shows tha t the nomogram is contained in a rectangle 
with the horizontal side equal to 7-4—5-55 = 1-85 in length and 
the vertical side —8-5 + 12-6 = 4-1 in length; the lines correspond-
ing to the constant values of parameter w will then be inclined 
with respect to the axis x(u) a t an angle of 135°. Changing the 
units on the axes x and y we shall obtain a different angle 
between w and the rr-axis. The required nomogram will be 
obtained by replacing the uniform scales on u and v by 
logarithmic scales on G and d according to the substitutions 
(Fig. 101). 

Since all the scales appearing here are logarithmic, we can make 
the construction, without basing it on the system of axes u, 

v, as follows. 

G. From points of the logarithmic scale from 1000 to 10 000 
we draw parallel lines, marking them with numbers from 1000 
to 10000, the unit being chosen arbitrarily. 

d. From points of the logarithmic scale from 40 to 350 we 
draw parallel lines (but not parallel to the Cr-lines), marking 
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1000 2000 3000 5000 7000 10000 

O-OOl 0004 001 

F I G . 101 

them with numbers from 40 to 350, the unit being chosen arbi-
trarily. 

Δ. We draw one line Δ—in Fig. 101 Δ = 1 has been chosen 
by joining two points, (G0, d0) and (Gl9 dj), which satisfy the 
equation 
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1 = 3160 ö i" 8 5 /^ · 9 7 = 3160 Gl
L'85jdj'97 

or 

1-85 log £ 0 - 4 · 9 7 log d0 = 1-85 log G^-4-97 log dx = - l o g 3160. 

Substituting G0 = 1000 we obtain d0 = 66-2, and substituting 
Ox = 10000 we obtain dx = 156-3. 

We then select the point (G2, d2) so as to satisfy the 
equatio n 

100 = 3160 G£85/e#97. 

Substituting G2 = 10000 we obtain d2 = 61-7. 

We draw through the point (G2i d2) a straight line parallel to 
the one drawn before. We denote the first by number A = 1 and 
the second by number A = 100. We obtain the family of lines 
A by adding the missing lines and using the logarithmic scale 
as before. I t will be observed tha t the procedure described 
here is dual to the well-known method of drawing a nomogram 
consisting of three parallel scales. 

EXAMPLE 2. Draw a lattice nomogram for the equation 

1/Ä = l/rx + l/r2 

for the intervals 0-01 < r± < 1 and 0-01 < r2 < 1. 
Substituting u = l/rl9 v = \Jr2 and w = IjR we can see t h a t 

u and v v&vy in the interval from 1 to 100. 

Using the remarks given above we draw a lattice nomogram 
for the equation w = u-\-v by means of a regular scale y and 
of projecting it from two points, U and V, lying on a line parallel 
to this scale. The vertex W of the ii;-scale, which, as we know, 
must be on the straight line UV, is found by drawing a straight 
line joining point 50 of the auxiliary scale with the point a t which 
the 0 line of family u intersects the 100-line of family v or by using 
the symmetry of the drawing through cutting the segment UV 

in two (Fig. 102). The line passing through point y of the auxiliary 
regular scale receives the notation 2y. 

Procesding to the construction of our nomogram for the 
given equation, we find in the lattice thus obtained lines of the 
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family u corresponding to numbers 7\ = 0-01, 0-02, . . . , 1, lines 
of the family v corresponding to numbers r2 = 0*01, 0-02, . . . , 1 
and lines of the family w corresponding to numbers E = 0, 0*005. 
0-01, 0-02, . . . , 0-5. 

The method of drawing this nomogram can be simplified consi-
derably by using the following properties of the projective 
scale. 

Suppose we are given two axes x and y, situated so that the 
zero point Ox does not lie on the y-axis and the zero point Oy 

does not lie on the #-axis; let the point P be the intersection 
point of a straight line POx parallel to the y-axis and a straight 
line POy parallel to the a;-axis. We shall show tha t the projection 
of a regular scale on one axis is a scale of the inverses on the 
other axis. 

Indeed, similarity of triangles (Fig. 103) implies tha t : 

y\b = a:x; 

FIG. 102
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thus, if we draw a regular scale on the straight line y, we shall 
obtain on x a projective scale by projecting from point P : 

y = abjx. 

Thus, instead of drawing an auxiliary ?/-scale in Fig. 102 and 
then replacing it by a projective scale 1/r, we can use a regular 
scale r on a straight line parallel to UOu and take Ov on the line U V. 

y 

F I G . 103 

The manner of making the drawing in Fig. 104 has been as 
follows : 

1. The family of straight lines rx has been drawn by projecting 
the regular scale r from point U. 

2. The family of straight lines r2 has been drawn by projecting 
the regular scale r2 from point V. 

In order to obtain a nomogram of a slightly different shape 
than Fig. 102, we have changed the sense of the ?/2-axis (and a t 
the same time of r2), which in Fig. 102 was the same as the sense 
of the axis y1 = y. Therefore : 

3. The family of straight lines has been drawn by projecting 
from point W°° (and not the mid-point of UV) the points a t 
which lines of family rx intersect the straight line Vr™ and assign-
ing to them numbers R equal to the corresponding numbers rv 

b. Equations of the type 

w — uv (b) 
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were dealt with in § 14: we drew for them lattice nomograms 
with two families of straight lines and one family of curves. I t 
is not difficult, however, to give a rectilinear nomogram for this 

F I G . 104 

equation; it is sufficient to substitute u = x and w = y, since 
then v = wju = yjz will be the value of the slope of the straight 

line y = vx. 

The new nomogram for this equation consists therefore of 
the family of straight lines x = u, the family of straight lines 
y = w and the family of straight lines y = vx (Fig. 105). 

Because of its simple construction this nomogram is often 
used in practice; it is called the Crepin nomogram. A special 
variety of the Crepin lattices are those drawings in which the 
scale on the #-axis, the scale on the y-axis or both scales are 
replaced by logarithmic scales. 
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From the point of view of projective geometry we have here 
three pencils of lines whose vertices do not lie on the same line, 
i.e. they are not equivalent by projection to a Lalanne lattice. 
By means of a projective transformation of the plane a Crepin 
nomogram can be changed into a lattice whose three pencils 
all have ordinary vertices. 

0 2 4 6 8 10 
w 

FIG. 105 

A transformation of a plane which turns a lattice nomogram 
containing a family of curves (e.g. a family of hyperbolas for the 
equation w = uv) into a nomogram constructed from straight 
lines only is called an anamorphosis. 

EXAMPLE 3. Draw a Crepin nomogram for the function 

z = yx. 

Reducing the equation to the form 

log z = x log y 

we assume u = logy, v= x and w = log z. 
Number y is assigned to the straight line ξ = log y, number z to 
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the line η = log 2, and number x to a line with the slope x, i.e. 
to the line with the equation η = χξ. 

This nomogram (Fig. 106) is often used in practice owing to 
its simplicity and the facility of executing it with precision. 

F I G . 106 

c. The Cauchy equation 

fi{u)g9(w)+f2(v) ^(ιν) + 1 =0 (e) 

can also be represented by a rectilinear nomogram; for, if we 
assume 

s =fi(u), (i) 

(Π) 
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we have on substituting these in equation (c) 

g9(w)x+Jh(w)y+l = 0i (III) 

i.e. we have a straight line for every value of w\ equations (I) 
and (II) also represent straight lines of course. A schematic 
image and the method of drawing are shown in Fig. 107 : 

1. From points of the scale of function (I) drawn on the 
#-axis we draw the straight lines of family (I), assigning to them 
numbers contained in the given interval (u, ü). 

, fifao) 

gjw) 

F I G . 107 

2. From points of the scale of function (II) drawn on the 
2/-axis we draw the straight lines of family (II) assigning to them 
numbers contained in the given interval (v, v). 

3. Using equation (III) we find the intersection points of 
the straight line corresponding to the selected value of w0 with 
the sides of the rectangle u, ü, v, v. According to the inclination 
of the line w0, we take either the intersection with the vertical 
sides u, u or the intersection with the horizontal sides v, v. This 
means that we draw the functional scales which family (III) 
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determines on the sides of the rectangle; e.g. on the side AD 

(Fig. 108), by substituting in equation (III) x = f^u), we obtain 

y 
hi 

Similarly on the side BC we have the functional scale 

9Mfi(ü) + l 
y 

h(w) 

which is obtained by substituting number j^u) for x. 

This method of constructing a nomogram, which can also be 
applied to equations (a) and (b), requires certain modifications 
in cases where the density of the lattice in different parts of the 
drawing does not answer the assumptions. If we want to retain 
the rectilinearity of the nomogram, only projective transformations 
are admissible. 

to-*** 

I 1 I 

fi(M) »o ft(û) 

F I G . 108 

For example, suppose tha t the line families u and v are both too 
dense in the neighbourhood of point C (Fig. 109a) and tha t we 
want to move a certain point N on the side DC to the mid-point 
of tha t side and a certain point M of the side BC to the mid-
-point of tha t side. 
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I t is admissible to begin by moving the s}Tstem of coordinates 

x = x'+Ci, y = y'+c2 

so as to make point C(cv c2) the origin of the system. 
We now determine the coordinates of the points P(0, p, 1) 

and Q(q, 0, 1), which form with points M or N harmonic pairs 
separating the vertices B, C and D, C of the rectangle, i.e. such 
pairs t ha t 

(BCMP) = - 1 and (DCNQ) = - 1 . 

Finally, let us make such a projective transformation of the 
plane (x9 y) as will turn points P and Q into points at infinity 

D N c r 

M 

X 

a) 
F I G . 109 

on the axes of coordinates and leave point C in place. As we know 
(Chapter I, § 4), this is done by multiplying the three homogeneous 
coordinates xlt x2, xB by an inverse of the matrix 

Yq 0 11 
0 p 1 , 

L° 0 lj 
i.e., by the matrix 

Γρ 0 — pi 

0 q -ql 

I 0 0 pq\ 
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The two families of parallel lines, u and v, will be turned in 
this transformation into pencils of lines. E.g., let us find the coor-
dinates of the vertex X' of pencil v (Fig. 109b). It is a point 
corresponding of course to the point X(l, 0, 0); we thus have 

[1 0 0] 
V 
0 
0 

0 
Q 

0 

-p~ 

-Q 

pq 

= [p 0 —p], 

i.e., point X' has non-homogeneous coordinates — 1 , 0. 
Similarly, we find that point Q has non-homogeneous coordi-

nates 0, — 1 . 
In order to draw the pencils u and v it is now sufficient to find 

the equations of the scales which those pencils determine on 
the axes of coordinates. Family u, which determined the scale x 
= f1(u) on the #-axis and the scale 

x' = x—c1=f1(u)—c1 

on the a;'-axis, will determine after the projective transformation 
a scale with the equation 

[χ' 0 1] 
p 0 
0 q 

0 0 

-p 

pq_ 

= [pxf 0 —pxfJrpq], 

i.e., the scale 

px fi(u)-

-px'+pq — / i M + q + g 

Similarly, we find the v-scale on the ^-axis : 

y' = y-c2=f2(v)-c2> 

Vu = 0. 

[0 y' 1] 
p 0 — p 
0 q -q 
0 0 pq 

ξυ = 0, ην 
qy 

= [0 qy' —qy'+pq], 

h(v)-c2 

-qy'+pq —h{v)+c2+p 
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Im = -— ~ , η: 
ph3t+qgzt+q+pqh3 —pht+Wst+Q+Ptfh 

It will be observed that the procedure here described can 
also be applied to the case where we want to make a projective 
transformation of a given quadrangle drawn on a lattice nomogram 
into a rectangle. What is essential in this method is that for 
each family of lines (I), (II) and (III) we must write parametric 
equations and then multiply the one-row matrix whose terms 
are the right sides of the parametric equations by the matrix 
of the transformation. 

d. For the Clark equation 

ΛΜΛΜ Λ Η + Γ Λ Ν + Λ Μ ] hM+i = o, (d) 

The equation of family w is obtained after the transformation 
also by multiplying the parametric equations of that family by 
the matrix of the mapping. Family w had in the original system 
of coordinates the equation 

gz(w)x+h3(w)y+l = 0. 

We must represent it in a parametric form since that is the only 
form in which we can make a projective transformation by 
multiplying matrices. This can be done by taking 

x = t and y = . 
hz{w) 

Passing to homogeneous coordinates we have 

χΛ = ho(w)t, x2 = —g9(w)t—l, xz = ho{tv). 

It is only now that we multiply by the matrix of the 
transformation 

\p 0 — p 
[ V —ft*—1 —Kl 0 q —q\ 

|_0 0 pq\ 

= [ A i —qaJ—Q —vliJ+qgot+q+pqL·] 

and obtain the parametric equations of family (III '): 



198 NOMOGRAPHY 

the construction of a lattice nomogram is not so direct as it 
is for the equations discussed in points a, b and c, where either 
three or two families of lines were pencils of straight lines. 
Here the geometrical aspect is more complex—we are confronted 
with three families of straight lines tangent to certain curves. 

Analytically, however, we have the same kind of difficulties 
to deal with as before, such as occur with all the types considered 
in the chapter on collineation nomograms. 

As we know, the Clark equation can be written in the form 

ii - Λ n\ 
|i -k /ij = o. 
k h i ! 

In § 12 we assumed the terms of the first, second and third 
row of this determinant to be the coordinates of three points, 
u, v and w. We now regard these numbers as the coordinates 
of a straight line and assume 

ux = 1, u2 = —Mu), uz =fl(u), 

u[ = 1, u!2 = —f2(v), uz =f%(v), 

u'i = g3(w), u2' = h3(w), u'z = 1. 

We obtain the following three families of straight lines, whose 
equations on dividing by xz can be represented in a non-homo-
geneous form: 

x—fi(u)y+f\{y>) = 0 (family u), 

x-.W)y+fl{v) = 0 (family v), 

g3(w)x+h3(w)y+l = 0 (family w). 

Of course, if the domain which interests us in a given problem 
requires certain deformations, we can do it by means of the same 
method as before, consisting in multiplication by a suitably 
chosen matrix. 

For example suppose tha t the variables u and w vary in the 
intervals u ^ u ^ u , w^w^w (Fig. 110). Suppose we want 
to turn a quadrilateral with sides u, u, w. w into a rectangle 
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with sides parallel to the axes of coordinates. According]}', we write 
the matr ix of the coordinates of the diagonal lines p, q and r: 

Si = 

and we find the inverse matrix it^1. 
Reasoning as in § 4-, where we transformed a plane by writing 

formulas for the coordinates of points, we can see tha t the 

[Ulp 

\Ulq 

lUlr 

U2p 

U2q 

u2r 

M3p] 

«J 
«"rj 

transformation of the coordinates of straight lines is defined by 
the product of matrices 

i - Â IV 
i -k fl 

.9» 1 
31. 

/(«) 

e. The Soreau equation of the first kind 

92(V)+93M ' 

can be written, as we know (§ 18), in the form 

k 92 

A 92 

= 0. 

(e) 

Fia. 110 
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Regarding the terms of each row as threes of coordinates of 
straight lines, we have, just as in the case of the Clark equation, 

f^^x+y+Q = 0 (family u), 

h{v)x+Q*(v) y—1 = 0 (family v), 

f9(w)x+gs(w) y+l = 0 (family w). 

The lines of the first family form a pencil with the vertex at 
the origin of the system ; the lines of each of the other two families 
are tangents to certain curves Cv, or Cw (Fig. 111). 

FIG. I l l 

In cases where the given range for the variables involves 
a deformation of the drawing, and we want to retain its recti-
linearity, we make a transformation of the plane as described in 
point d. 

f. The Soreau equation of the second kind 

fiM+Mv) fi(u)+Uw) 

0ifa)+&(*>) 9i(u>)+g3(w) 

can be written, as has been seen in § 13, in the form 

- 0 . 

(f) 

7i 9i 

k 92 
./» 9s 

1 
1 

— 1 
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Again, let the numbers figuring in the rows denote the coordi-
nates of straight lines. Their equations are obtained by writing 

fi(^)x+9i(u)y+l =0 (family u), 

f2(v)x+92(v)y— ! = ° (family v), 

Mw)x+g3{w)y-l = 0 (family w). 

If the problem required a deformation of the domain in which 
the nomogram is contained, the procedure would be similar to 
tha t shown in d. 

Exercises 

1. Draw a rectilinear lattice nomogram for the equation 

3Q = 10(£-0-24)tf3 / 2 

for the intervals 0 < H < 5, 0 < B < 5, 0 < Q < 150. 
2. Draw a rectilinear lattice nomogram for the equation 

in which the parameters x and y run over the intervals 1-5 >^ x <^ 2-5, 
1 < 2 / < 2 · 3 . 

3. Draw a rectilinear lattice nomogram for the equation 

w = 0-95 ]/{u-\-v)juv , 
where u and v run over the interval from 3 to 80. 

4. Draw a rectilinear lattice interval for the equation 

3~~π° R+'r 

for the intervals 0 < r < 3, 3 < i? < 10. 
5. Draw a lattice nomogram for the equation 

Q = V + io'*2 

for 0 < v0 < 10 and 0 < t < 60. 



C H A P T E R IV 

EQUATIONS WITH MANY VARIABLES 

§ 23. Collineation nomograms of many variables 

In Chapter I I I we dealt with the method of constructing 
collineation nomograms for certain types of equations containing 
three variables and with the ways of drawing lattice nomograms 
for any equation with three variables. Passing to equations 
with four or more variables we shall observe tha t certain types 
can be solved by the reduction to two or more nomograms for 
functions of three variables; however, there exists no method 
for constructing a nomogram on a plane for every function 
of four (or more) variables. 

We shall list here those equations of more than three variables 
which can be represented in a simple manner by nomograms 
similarly constructed to those discussed in Chapter I I I . 

23.1. Suppose we are given the equation of four variables 

f(u, v, iv, t) = 0, 

which can be reduced to the form 

φ(ιι, v) = ip(w, t), (23.1) 

i.e. in which wre can separate two pairs of variables. In this case 
we introduce a new (fifth) variable s, writing instead of one 
equation (23.1) two equations, 

φ(η, v) = s and ip(w, t) = s. (23.2) 

Let us now draw a lattice nomogram for the equation 
s =z φ(ιι, v) adopting a system of coordinates in which u (or v) 

is represented by a family of straight lines x = u, and s by a 
family of straight lines y = s (Fig. 112); the lines of family 
v (or u) will, on the whole, be curves. 

In addition, let us draw a lattice nomogram for the equation 
s = ψ(ν, t), adopting a system of coordinates in which v (or t) 

202 
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is represented by lines x = iv, and 5 by lines y = s; in this 
system to the values of the variable t corresponds a family of 
curves with the equation y = ψ(χ, t). 

The manner of using a nomogram prepared in this way is 
obvious; e.g. given the numbers u0, v0 and t0, we find the point 
P of intersection of the straight line u0 with the curve r0, we draw 
through it a parallel to the #-axis, intersect the curve t0 a t point 
Q and read the value iv0 assigned to the straight line of family 
ιυ which passes through Q. 

This suggests a few remarks concerning the nomogram in 
Fig. 112. I t consists of two lattice nomograms for the two equa-
tions (23.2) having a common family of lines «9. The identity of 
family s for both parts of the nomogram is its only essential 
feature. We can thus change the scale on the a?-axis, assuming 
x' = g(x) for the first equation of (23.2) and x' = gx(x) for the 
second equation of (23.2), where g and gx are arbitrary continuous 
and monotone functions, and change the scale on the ordinate 
assuming y' = h(y)\ the manner of reading a nomogram con-
structed in this way in the system of coordinates x', y' will be 
the same. Finally, we can subject the drawing to any transform-
ation, e.g. a projection transformation. 

In cases where the functions φ(η, ν) and y>(w, t) have simple 
shapes, we can construct for equation (23.2) a more exact 

FIG. 112
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nomogram, consisting of functional scales. They are the subject 
of the next section. 

23.2. A special class of equations of four variables is formed 
by those equations which can be written in the form of a determi-
nant, 

[ ψιΜ WM) 1 | 
I 9Φ) ψ*(ν) 1 ! = 0 , 
cp3A{iv,t) ipu{w,t) l j 

(23.3) 

which contains functions of the variable u in the first row, 
functions of the variable v in the second row and functions 
of the variables w and t in the third row. Assume tha t the terms 
of the third row satisf}T the following condition: 

There exist two intervals, 

w <. iv t<t<L (23.4) 

in which the functions (pu(w, t) and ipu(w, t) have continuous 
partial derivatives of the first order and we have 

div 

<ty>34 

ÔW 

et dt 

φθ. (*) 

As we know, in this case equations 

x = (pu(w, t), y = ipuiw, t) (23.5) 

define a correspondence between points of the rectangle (23.4) 
and points of a certain domain D (Fig. 113) on the plane (x, y) 

such tha t for every point (w0, t0) of the rectangle there exists 
a neighbourhood which has on the plane (x, y) a certain small 
domain D0 corresponding to it in a one-to-one manner. 

Drawing nomograms for equations (23.3) we shall always 
divide the rectangle (23.4) into small rectangles in which the 
correspondence (23.5) is one-to-one. 

Let us take a certain number w0 of the interval (w, w) and 
draw the curve 

x = cpu(iv0) t), y = yu{wQ) t). 
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We shall call it the w0-line. I t will be observed tha t the assump-
tion of the bi-uniqueness of transformation (23.5) implies tha t the 
lines w0 and w'Q corresponding to different numbers iuQ and iv'0 

have no point in common in our domain. 

Similarly, for every number tQ of the interval (t, t) we have 

a tQ-line defined by the equations 

x = <p.;4(?e, t0), y = y)u(w, t0), (23.6) 

and the lines corresponding to different numbers have no point 
in common in the domain under consideration. 

tk 

*ot 

t 

w w0 w w 

FIG. 113 

Proceeding to the construction of a nomogram for equation 
(23.3) we draw 

1. A functional scale with equations containing the parameter u 

Xl = ψι(ν), yx = ψχ(η)9 

2. A functional scale with equations containing the parameter v 

x2 = φ2(ν), y2 = ψ2(ν), 

3. Two families of lines: lines (23.5) of the w-family, each 
of them corresponding to a certain value of the variable w, and 
lines (23.6) of the i-family, each of them corresponding to a cer-
tain value of the variable t. 

Let us take three points: Au of the w-scale, Av of the r-scale 
and Awt, the intersection point of the ii;-line and the Mine 

x 
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(Fig. 114). Since the coordinates of point Awt are the terms of 
the third line of determinant (23.3), the points Au, Av and Awt 

are seen to lie on a straight line if and only if the corresponding 
numbers u, v, w and t satisfy equation (23.3). 

Figure 114 is thus a collineation nomogram. I t differs from the 
collineation nomograms for equations with three variables in 
having a lattice composed of two families of lines instead of one 
functional scale. 

F I G . 114 

Jty>34 
dw 

% 3 4 

ci 

jtyte 
dw 

3^34 
dt 

Assume tha t condition (*) is not satisfied at any point of 
a certain domain D, i.e., t ha t 

= 0 

in domain D. 

Then, as we know, there exists a function of one variable 
f(x) such tha t the equation 

ipu{w, t) = /(<p34(w, tfj 

is satisfied for all points of domain D. 

In this case every pair of values (w, t) has a corresponding 
point lying on the curve 

0 =/(*) · 
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Consider the following two figures: 
1. A collineation nomogram of the equation 

| <Pi(u) y>i(tO 1 I 

j <p2(
v) Ψ2(ν) ! I = ° > 

I r f(r) l | 
i.e., the figure shown in Fig. 115. 

2. A lattice nomogram of the equation 

y = ΨΜ{™, *>)> 

in which the values of y are represented by straight lines parallel 
to the #-axis, the values of w (or t) by lines parallel to the y-axis, 
and the values of t(pr v) by curves y' = y>M(w, t), the value of 
t (or w) being constant. This nomogram is shown in Fig. 116. 

F I G . 115 

Let us join the two nomograms. We shall obtain a nomogram 
shown in Fig. 117, which is a combined nomogram of equation 
(23.3) in the case of the interdependence of functions <p34 

and ipu. 

We use this nomogram in the following manner. Choosing, for 
example, arbitrary values for v0, w0 and t0 we find the lines w0 

and t0, and then we draw from their intersection point a line 
parallel to the x-axis as far as the intersection with the curve 
r a t the point R. Joining the points R and v0 by a straight line we 
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find at the intersection with the u-scale the required value of u0. 
If we were given the values ?/0, v0 and, for instance, /0, we should 
first determine point R by the intersection of the straight line 

t t Vk 

w w0 w 
F I G . 117 

joining u0 and v0 and then, drawing from R a parallel to the 
a;-axis and intersecting the £0-line we should find the value iv0. 

R e m a r k . Since in Fig. 112 from the intersection points 
of the lines w and t parallel lines to the #-axis are drawn, no 
deformation of the lattice [w, t, y] that turns lines parallel to y 

FIG. 116
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into lines parallel to y will alter the significance of the nomo-
gram. This means that the scale of the variable w on the 
x-axis can be chosen arbitrarily. 

23.3. We shall now deal with the question what equations can 
be reduced to form (23.3). 

On the basis of the considerations in Chapter I II it can easily 
be observed that if in the equations 

/ι03+Λ^3+1 = 0 (^ne Cauchy equation), 

/i/29r3+(/i+/2)^3+1 = 0 ( t h e C l a r k equation), 
f + f ^ = J2TJ3 ^ t h e g o r e a u equation I), 
92 + 93 

/l~h/2 Λ+/3 (the Soreau equation II), 
9i+9i 9i+9z 

the functions g3(w), hz(w) (or fz(w)) were replaced by functions 
of two variables, then, using the determinant forms of these 
equations, we could obtain equations of type (23.3). 

I t is thus obvious that the following equations can be represen. 
ted by collineation nomograms with two scales and one lattice 
of lines: 

ΛΜ&4 (w> 0+/2(w) As4(w, 0 + 1 = 0, 

Λ Μ Λ ί ^ Κ 0 + [/i(w)+/a(v)]^(w, 0 + 1 = 0, 

Jl\U) — , 

9*{ν)+93*(*>,*) 

fiW+Mv) fi(u)+fu(w9t) 
9i(u)+9ϊ{ν) gx(u) +^34(^, t) 

EXAMPLE. Construct a nomogram for the equation 

Θ = R*(mpl2+m0) (23.7) 

where R varies in the interval from 30 to 160, while mp and m0 

vary in the interval from 0-0005 to 0-01. 
Equation (23.7) can be written in the form 

R2m0 2 m0 
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This is a Cauchy equation in which the factors containing two 
variables, R and m0, are the functions \jRhnQ and l/m0. Therefore 
we can use the transformation shown in § 16 and write the equation 
in the form of a determinant : 

1 
0 

0 
1 

1 lR2m0 1 /ra0 

Θ 

-mpl'2 
1 

- 0 . 

The nomogram is composed of 
1. A rectilinear scale with equations 

*i = 1/0, Vx = 0, 

2. A rectilinear scale with equations 

x2 = 0, i/2 == —2jmï 

(23.8) 

(23.9) 

3. A lattice of two families of lines with parametric equations 

xu=llRhn0, yu=llm0. (23.10) 

The Θ-scale will be a par t of the #-axis. The mp-scale will 
be a par t of the y-axis from y = —2/0-01 = —200 to y 

= - 2/0-0005 = - 4000 (Fig. 118). 
The partial derivatives of the functions xu and yu satisfy 

condition (*) because 

1 J_ 
ml Ehn% 

_ 9 

R3mn 

0 
R*ml 

φθ. 

The lines R = R0 are straight lines y = R2x ; they pass through 
the origin of the system and have slopes contained between 
numbers 30° = 900 and 160° = 25600. 

The lines corresponding to the constant values of m0 are 
horizontal straight lines y = l /m0 contained between the lines 

y = 1/0-01 = 100 and y = 1/0-0005 = 2000. 

The nomogram is contained in a quadrilateral with vertices 
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Vk 
2000 

1000 

100 
o 

-200 

-1000 

-2000 

-3000 

-4000 

R=160 
m0=00005 

y=25600 x 

R=30/ 

Ey 

^y=900x/ 
y 

m0=aof 

A r, 1 

« Θ— 
2 X 

nip 

I 

i 
B 

Q 

FIG. 118 

J5(0, - 4 0 0 0 ) , 0(20/9, 2000), Z>(5/64, 2000) and 0(0, 0). Figure 118 
shows t h a t i t should be transformed so as to make the scales 
m0 and Θ regular and to give to the pencil of lines B, which is 
very dense in the vicinity of the value R = 160, a form approaching 
the regular. 
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The first objective will be reached by transferring point 0 to 
infinity; i t will then be observed tha t every line R will intersect 
the pencil of lines ra0 in a regular scale. The second objective, i.e., 
increasing the accuracy in the pencil R near R = 160, will be 
gained by transferring to infinity a certain line of tha t pencil 
contained between the y-axis and the line R = 160. We shall 
choose tha t line so as to make the end-points of scales mp and 
Θ the vertices of a rectangle. Accordingly, we must transfer to 
infinity point Q, which is the intersection point of the lines BC 

and AE, E lying a t the intersection point of the lines m0 = 0Ό1 
âïidR = 160. 

Point E has coordinates yE = 100 and xE = 100/25600 
= 1/256. 

The straight line AE has the equation 

y+200 = —x or y = 7 6 8 0 0 x - 2 0 0 . 
U 1/256 y 

The straight line BC has the equation 

6000 
y+4000 = x or y = 2 7 0 0 z - 4000. 
y 20/9 y 

These equations give us the coordinates of point Q: 

XQ = - 2 / 3 9 , yQ = - 5 0 2 0 0 / 1 3 , 

and the equation of the straight line OQ, which we have decided 
to transfer to infinity: 

y = 75 300 x. 

Moreover, let us transform the ^-axis into an 77-axis and the 
line a t infinity into an £-axis. Passing to homogeneous coordinates 
let us write explicitly t h a t : 

the straight line 75300xx—x2 = 0 is transformed into the line 
a t infinity, 

the line a t infinity xz = 0 is transformed into the line η = 0, 
the 2/-axis, i.e. the line xx = Ois transformed into the line ξ = 0. 
From the considerations of § 4, p . 39, we derive the formulas 

of transformation 
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Vi = xv V<L = x* V* = 75300^—#2. 

Assuming xjx3 = x, x2/x3 = y, yjy3 = ξ and y2jy3 = η, i.e., 
passing to non-homogeneous coordinates, we finally obtain 

ξ = xl(75300x-y), η = 1/(75300 z-?/). (23.11) 

We obtain the equations of the (9-scale by substituting the 
right sides of equations (23.8) in equations (23.11): 

ξΘ = 1/75300, ηΘ = Θ /75300. 

We obtain the equation of the mp-scale by substituting the 
right sides of equations (22.9) in equations (22.11): 

£P = °> VP = mpl2-

The equations of the lattice of two line families are obtained 
by substituting the right sides of equations (23.10) in equations 
(23.11): 

ξ = 1(75300-£2), η = R2mpl(l 5300-R2). 

Taking a constant for R, we can see that lines mp form a pencil 
of lines with its vertex at the origin of the system, 

η = 75300 mp ξ, 

and taking a constant for mp, we can see that the lines R form 
a pencil of lines parallel to the ry-axis, 

ξ = l/(75300-Ä2). 

By a suitable choice of units on the axes of the system we 
obtain a nomogram represented in Fig. 119. 

23.4. Assume that we have an equation with five variables 

f(u, v, w, t, s) = 0 

which can be reduced to the form 

<Pi(u) Vi(w) 1 
= 0. 
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200 

Equations 

*i = <Pi{u)> Vi = Wi(u) 

represent, in general, a curvilinear scale Zv 

Let us take equations 

(23.12) 

X2 = <P2ÀV> W)> V2 = W2s(V> W)- (23.13) 

If the variable v runs over an interval {a, b) and the variable 
w over an interval (c, d), then on a plane where the axes are 
marked with the letters v and w pairs of numbers v, w denote 
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points contained in a rectangular domain. Equations (23.13) 
define the transformation of this rectangle into a certain set Z23 

of the plane (Fig. 120), where x and y are orthogonal coordinates. 
Now let us assume tha t the set Z23 is a domain and tha t the 
equations in question define a one-to-one correspondence between 
the points of this set and the points of the rectangle on the plane 
(v, w). 

FIG. 120 

Let us mark on the set Z23 the lines corresponding to constant 
values of v0 and the lines corresponding to constant values of w0. 

The curve corresponding to the value of v0 has of course an 
equation with parameter w, 

x = <Pza(vo> w)> y = feK> w)> 
and the curve corresponding to the value of w0 has an equation 
with parameter v, 

In addition, let us assume tha t the equations 

*45 = <P*s>lt> 5)> 2/45 = Ψ*δ(*> s ) (23.14) 

also transform a certain rectangle of the plane (t, s) defined by 
the inequalities 

e ^Ξ * ^Ξ /> 9 ^ s ^ ^ 

into a plane domain Z45 in a one-to-one manner. Moreover, let 
us mark on the set Z45, as on set Z23, lines corresponding to constant 
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values of the variable t and lines corresponding to constant 
values of the variable s. 

We have obtained a drawing consisting of a scale Zv on which 
points assigned to the values of the variable u are marked, of 
a set Z23, which is a lattice of lines assigned to the values of the 
variables v and w, and of a set Z45, which is a lattice of lines assigned 
to the values of the variables t and s. I t will be observed tha t the 
five numbers 

u0, v0, w0, t0, s0 (23.15) 

have three points in the drawing assigned to them : number u0 has 
a corresponding point A of the set Zv the pair of numbers r0, 
wQ have a corresponding point B of the set Z23 and the pair of 
numbers £0, s0 have a corresponding point C of the set Z45. Obviously, 
points A, B and C lie on a straight line if and only if numbers 
(23.15) satisfy equation (23.7); Fig. 120 is thus a collineation 
nomogram for t ha t equation. 

Replacing in the Cauchy, Clark, Soreau I and Soreau I I equa-
tions two functions of the first variable by a pair of functions 
dependent on two variables and two functions of the second 
variable by a new pair of functions depending on the new variables, 
we shall obviously obtain types of equations with five variables 
which can be represented by collineation nomograms with two 
lattices of lines and one scale. 

23.5. Collineation nomograms can also be constructed for 
certain equations containing six variables, % , u2, uz, u±, u5 and u6. 

This holds when the equation is of the form 

I <Pl2 Vl2 l I 

|<?56 Wsa ! l 
where cpik and \pik are functions of the variables uh uk satisfying 
the condition of bi-uniqueness of the correspondence 

* = <Pik(Ui> %)> y = Wih(Ui> % ) · 

The drawing then consists of three lattices: Z12 with Unes 
ut and u2, Z^ with lines u% and u± and Z56 with lines u5 and u6 

(Fig. 121). 

= 0 , (23.16) 
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Points A12, Au and Ab% lie on a straight line if and only if 
the pairs of lines u passing through them, 

satisfy equation (23.16). 

F I G . 121 

§ 24. Elementary geometrical methods of joining nomograms 

In this section we shall present a few very special types of 
equations with four and more variables, for which nomograms 
composed of coUineation and lattice nomograms can be constructed 
by simple geometrical methods. They are equations frequently 
encountered in practice, and that is why it is particularly import-
ant to know the methods of working them out. 

24.1. Consider the equation 

Λ(«)+/.(») =/»(«>)+Λ(0· (a) 
In this case we draw two nomograms: 

1. A nomogram with three scales on parallel lines for the 
equation 

/iW+/2(») = a, 

2. A nomogram with three scales on parallel lines for the 
equation 

α=Λ(«0+/4(Ο. 
We then join the two by superposing identical scales on one 

another. 
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This method can be generalized to a greater number of vari-
ables. Given the equation 

Λ(«)+/,(») =/8(w)+/i(0+/e(«), 
we construct three nomogram s for the equations 

Λ(«) +Λ(«) = «, a=f3(w)+ß, ß= ft(t) +/6(e) 

and join them together by superposing the a-scale of the second 
nomogram upon the (identical) a-scale of the first nomogram, 
and then superposing the ß-scale of the third nomogram on the 
(identical) /?-scale of the second nomogram. 

EXAMPLE 1. Construct a nomogram for the equation 

τ = ZxpMId* 

for the intervals 30 < d < 100, 1-5 < φ < 4, 5 < M < 100, 
0001 < τ < 0 · 1 . 

Write the equation in the form 

log τ + 3 log d = log 5 + log φ + log M 

and assume 

logT = ^, Slogd = vf log φ-\-log 5 = w, log i f = £. 

To begin with, let us draw a nomogram for the equation 

u-\-v = w-\-t\ 

as follows from the intervals of the variables φ, M and d, we have 

— 3 < w < — 1 , 4 · 5 < ν < 6 , 0 - 8 < w < l - 3 , 0·7 < t < 2. 

Accordingly, let us construct two nomograms for two equations 

u-\-v = a and w-\-t = a. 

1. We draw a nomogram (Fig. 122) for the first equation 
selecting scales u and v and marking only the construction of 
points 2a and 3 a ; similarly, we draw a nomogram for the second 
equation selecting 2a and 3 a , and also lf and 2f, and finding 
1H, and 2W by construction. 
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2. I t is now easy to join the two nomograms so as to make 
points 2a of the two drawings coincide and points 3 a of the two 
drawings coincide. 

a u 

-t-2 

-''' ! \ 
----i-2-X-Nj--3 

L 5 0 

t 

2 4. 
a w 

l - r -07 

0O6 

004 

002 

2*r(Wl 

0006 

0 004 

Y 0002 

I5 -3 \-0001 

00006 

F 00004 

00002 

-00001 

F I G . 122 

We have obtained a nomogram in which we replace the scales u, 

v, w and t by logarithmic scales τ, d, φ and M. 
24.2. Equation 

1 , 1 1 . 1 

fM) m f3(w) fA(t) 
(b) 
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can be reduced to the preceding form by assuming 1//; = φΐ9 

since then 

<Pi(u)+<p2{v) = <pz(w)+<pi(t)\ 

it is now possible to draw a nomogram composed of four parallel 
scales. 

I n certain cases, however, particularly when the scales of func-
tions ψι are unlimited, it is more useful to draw two such nomo-
grams, as shown in § 11. 

We then assume u'=f1(u), v' = f2(v), w' — fz{w) and t' 

= /4(£) and draw two nomograms for the equations \Ju-\-\Jv = \ja 

and 1/a = \jw'-\-\jt\ with four regular scales and a common 
zero point. 

By joining the two nomograms so as to make the a-scales 
coincide, we obtain a combined nomogram for the equation 
\ju'-\-\Jvf — ljw' + ljt'. Replacing scales u\ v', w' and t' in it 
by the corresponding functional scales, we finally obtain the 
required nomogram. 

R e m a r k . Let us construct for the equations u-\-v = a 

and w+t = a nomograms in which the a-scale will be a line at 
infinity. The senses of the scales u and v will then, of course, 
be opposite and the units equal; similar senses of the scales 
w and t will be the same and their units equal (Fig. 123a). Joining 
the two nomograms means identifying all the points of the straight 
line of the a-scale. We must therefore choose the units and the 
distances of the scales u and v, and also w and t, in the two 
drawings so tha t points 2™ will coincide, i.e., t ha t the invar-
iants 2^ on the two drawings will be equal; and, similarly, 
t ha t the points 3^ and 4™ will coincide. This means tha t the 
rectangles —2u—3u6l5v and 2wlw2tlt must be similar and simil-
arly placed. 

The construction of the nomogram in Fig. 123 does not 
essentially differ from the method shown in Figs. 43 and 122; 
after determining equal and identically directed scales u and v and 
a parallel scale t the point 1 of the scale has been found by inter-
secting the straight line 2tlw parallel to —2U5V and the straight 
line ltlw parallel to —3U5V. 

file:///Ju-/-/Jv
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The reading of nomogram 123 is performed by superimposing 
a transparent sheet on which a family of parallel lines has been 
drawn (Fig. 123a) : when one line of the family passes through 
the points u0 and v0, then another line, passing through tQ) deter-
mines on the scale the required value of w0. 

2° 

2Y< 
\ / \ / \ / 

X / \ / \ / \ 
" Ä -4 

3Z* ^ 

-3 

2-3 
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5 

v 1 

6 
07-

w 

.\-M 

F I G . 123 

EXAMPLE 2. Construct a nomogram for the equation 

■j / " 3*]A/z2 

X x}/y-z*]/y-y+2xz2 

where each variable runs over the interval (0, 1). 
Write the equation in the form 

J L + J L - J · 2 

VI 
and assume v' = uz, z' = z2, y' = \ y, 
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We shall now draw two nomograms for the equations 

3 

u' 

1 

a 

+ 1 
X 

1 

z' 

■ — 

+ 

1 

a 

2 

y 

(I) 

(II) 

I. We select arbitrary points lu,, 0U, = 0X, and lx, and find 
the point 0·5α by drawing a line joining 0-5x with oou, and a line 
joining 1-5M, with oox (for we have 3/oo +1/0-5 = 1/0-5 and 
3/l-5 + l/oo = l/0-5) (Fig. 124). 

0Z' Oy' Οχ' Oy' Ou'' Οχ' Oy' 0 « ' 

II . We select arbitrary points lz,, Oz, = Oy,, \y, and find 
the point 0·5α by drawing a line joining \y, with ooz, and a line 

FIG. 124
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joining 0-5z, with ooy, (since we have 1/0-5 = l/oo-f-2/1 and 1/0*5 
= 1/0·5+2/σο). 

We now make a joint drawing in such a way as to make 
the a-scale common, i.e., to have a common point 0a and a common 
point 0·5α. 

Finally, we replace the regular scales u', y', and z' by scales 

u' = u3, z' = z2, and y' = yy. 

24.3. Consider the equation 

fi(n)+Mv)=f9(w)fA(t). (c) 

An equation of type 

u'-\-v' = w't' 

can also be replaced by a nomogram composed of two nomograms : 
it is sufficient to write 

u'-\-v' = a, (I) 

a = w't' (II) 

and join together a nomogram with regular scales u', v' and a and 
an N-shaped nomogram for equation (II), in which a is a regular 
scale. Then of course only one variable, w' or t', will be given 
by a regular scale. 

EXAMPLE 3. Draw a nomogram for the equation 

R 
w = — 

r + 0 - 1 / 7 
for the intervals 0-1 < r < 0-2, 0-7 < R < 3, 1 < Y < 10, 
2*5 < φ < 10. 

Write the equation in the form 

r + 0 -1 /7 = R[<p 

and assume 0-1 /7 = u, and then 

r+u = a, (I) 

a = R/φ. (II) 
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I. We draw a nomogram for equation (I), in which u varies 
from 0-01 to 0-1, marking the points 0-1 and 0-2 of the a-scale 
(Fig. 125). 

II . We draw an N-shaped nomogram for the equation Rja = φ 
having regular scales for a and R with a given a-scale. 
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1-5 

t R 

V2 

L-5 
FIG. 125 

Joining the two nomograms by making the a-scales coincide, 
we obtain a drawing which, on replacing the w-scale by a functional 
scale u = 0-1/F, becomes a nomogram for the given equation. 

In cases where functions f^u) and/2(v), in the given intervals, 
have very large values or tend to infinity, we can assume 

fi(u) = 1 M W , f2{v) = ll<p2(v) 

and write the equation in the form 

: /» / 4 (0; 
1 

φλ(η) φ2(ν) 
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we then construct nomograms for the equations 

<px(u) φ2(ν) a ' 

Λ Μ / 4 ( ' ) = { . (Π) 

For example, let us take the equation 

1/w+l/v = wjt 

and the intervals 0 < u < 1, — 1 < v < 0, 0-5 < w < 4, 1 < t 
< 2 . 

I. We draw a nomogram for the equation 

lju+l/v = 1/a 

taking arbitrary points 1M, 0M = 0V, ly and finding l a so as to 
satisfy the equation (Fig. 126a). 

II. We construct a nomogram for the equation 

1/a = wjt 

with a regular a-scale, selecting the a-scale and a regular i-scale 
on parallel lines (Fig. 126b). 

By joining the two nomograms so as to make points 0a and l a 

of the two drawings coincide, we obtain the required nomogram 
(Fig. 126c). 

24.4. Considering the equation 

/ i W Ä W = / i M / 4 ( 0 
we proceed in the same way as in the preceding cases: we use 
the substitutions u' = fv v' = / 2 , w' = / 3 and t' = / 4 , we draw 
nomograms for the equations 

u'v' = a and a = w'V', 

we join them together, and then introduce functional scales 
instead of the regular scales u', v', w' and t'. 
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a) b) 
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EXAMPLE 4. Draw a nomogram for the equation 

u = y wl 

where v and t vary in the interval from 1 to 2, and w varies in 
the interval from 1 to 4. 

We write 

v log u = t log w 

and substitute vu' = a and a — tw', where u' — log u, w' = log w. 

I. A nomogram for the equation u' = a[v with regular scales 
a and v is shown in Fig. 127a. 

II. A nomogram for the equation w' = ajt with regular scales 
a and t is shown in Fig. 127b. 

Joining the two nomograms and replacing numbers u' and 
w' on the projective scales u' and w' by the values of u and w which 
are assigned to them by equations ur = \ogu and w' — logw, 
we obtain the required nomogram (Fig. 127c). 

Scales u and w can also be drawn by projecting an ordinary 
logarithmic scale drawn of the straight line a. 

The problem can also be solved in a different way. 
Assume 

vjw' = tfiï 

and construct an N-shaped nomogram for equations 

vjw' = α, (Γ) 

t\u' = a. (IT) 

The scales v and w\t and u' will now be regular and the scale 
on a will be projective; we mark on the a-scale three points, 
0a, 2a and ooa, both on the nomogram for equation (Γ) (Fig. 128a) 
and on that for equation (ΙΓ) (Fig. 128b). On the grounds of 
the theorem on the unique determination of a projective scale 
by giving three points ofthat scale, we can see that the nomograms 
should be joined in such a manner as to make the points 0a, 
2a and σοα of one figure coincide with the points 0a, 2a and σοα 

of the other. 
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FIG. 127 
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The nomogram obtained is shown in Fig. 128c; replacing the 
regular scales w' and u' by logarithmic scales, we shall obtain 
the ult imate drawing. 

FIG. 128 

24.5. Consider the equation 

/ i ( w ) + / 2 ( v ) = / 8 4 ( ^ 0 . (e) 

If the function /34(w, t) is neither a sum nor a difference of two 
functions each of which depends on one variable, then we replace 
equation (e) by two equations, 
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Λ Μ + Λ ( 0 ) = α , (I) 

*=f*(*>,*); (Π) 

for equation (II), however, we must draw here a family of curves 
in the Cartesian system a, t or a, w. E.g., if we have chosen the 
axes a and t (Fig. 129), the values of a will be represented by 

% 

v 

t0 i 

F I G . 129 

a regular family of lines y = a or by a regular a-scale (we can 
have an arbitrary scale on the i-axis). Joining with this drawing 
the nomogram of equation (I), composed of three scales, of which 
the ct-scale is identical with the previous scale on a, we obtain 
the ultimate form of the nomogram for equation (e). 

I t can easily be seen tha t equation (e) is a particular case 
of equation (23.3) on p . 204. 

Namely, let us assume tha t functions q)z(w, t) and ψζ(ιυ, t) 

are linearly dependent and that , for example, 

^3 = a<Ps+&· 

Multiplying the terms of the first column of determinant 
(23.3) by —a and the terms of the third column of tha t determinant 
by — b and adding them to the terms of the second column, we 
obtain 

' Ψι Ψι—αΨι—^ I I 

eck 

+«ô 

vu 

= 0. 
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If, also, ψ1—αφ1—ά = — 1 and ψ2—αφ2—ά = 1, then ob-
viously 

Ψι - 1 II 
φ2 1 1 

i.e., form (e). 

24.6. For the equation 

h{u)f2{v)=UwJ) (f) 

the procedure is the same; the difference lies in the fact that , 
instead of a nomogram for equation (I), we have an N-shaped 
nomogram for the equation 

in which the regular a-scale coincides with a regular scale of 
a lattice nomogram for the relation a =fu(

w>t) (Fig. 130). 

FIG. 130 

Equation (f) is also a particular case of equation (23.3) on 
p . 204. In order to obtain equation (f) from equation (23.3) it 
suffices, as before, to assume 

and ψ1—αφ1—ο = 1 and φ2 = 0. We obtain the equation 

Ψι(η) yj2{v)-(l-ip2(v))<pu(w, t) = 0 
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<Pl(u) 
ψ2(ν) 

<PM(W, 0 . 

(g) 

1-ψ2(ν 

i.e., an equation of type (f). 
24.7. Considering the equation 

fMMv)=f3{iv)ft{t)+gt(t) 
we substitute 

/i(«) Mv) = a, U(w) ft(t)+gt(t) = a. 

The nomogram for the first equation is N-shaped; the second 
is a Cauchy equation since it can be written in the form 

Λ(* m 
gS) g&) 

+ 1 - 0 ; 

as we know, the nomogram for this equation has a regular or a pro-
jective scale on a. In the case of a projective scale we must draw 
a projective scale on a also in the first nomogram. We shall obtain 
Fig. 131 or Fig. 132. 

ak 

F I G . 131 F I G . 132 

24.8. Equation 

ΛΜ+ΛΜ 9i(u) =hM+Mt) g3{w) 

can be decomposed into two Cauchy equations, 

fi+fz9i = a> h+hV* = a» 

(h) 

or 
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or 

h a + 1 = u, h 
A A L· ./s 

1 = 0 . 

The nomogram will be composed of two nomograms with 
a common regular or projective scale a (Fig. 133). 

FIG. 133 

24.9. Consider the equation 

Λ(«) Λ(«)+Λ(0 

Assuming 
/,(«) i+/,(«>) Λ(0 

A = a, a = A±ÎL 
/. ι+ΛΛ 

FIG. 134 

(i) 

we have an N-shaped nomogram for the first equation, and for 
the second a coUineation nomogram consisting of a rectilinear 
a-scale and two scales, w and t, on a curve of the second degree, 
since it is a Clark equation, 
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where a occurs only in one component. The combined nomogram 
will be of the form shown in Fig. 134. 

24.10. For the equation 

fiM+f2(v) h(w)+fA(t) 

9i(u)+g2(v) QsM+g^t) 
(j) 

we can also construct a nomogram composed of two nomograms 
with a common α-axis. Assuming 

/1+/2 
Qi+92 

= a 

and 

9a+9i 

(I) 

(Π) 

we can see that both equation (I) and equation (II) are of the 
Soreau I type and can be represented by nomograms with a regular 
a-scale and two curvilinear scales. I t is then sufficient to put 
them together, superimposing the a-scales on one another, in 
order to obtain a nomogram for equation (j) (Fig. 135). 

FIG. 135 

Exercises 
Construct combined nomograms for the following relations: 
1. t = u/vw for the intervals 18 < u < 500, 3-5 < v < 8-5, 6 < w < 50. 
2. d = πΐ/ΐ/τηγ for the intervals 1 < I < 25, 1-3 < γ < 3, 3 < m < 8-7. 
3. p'0 = ραε

η for the intervals 0-75 < pa < 0-95, 12 < ε < 20, 1-2 
< n < 1-5. 
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4. p = K(M+L) for the intervals 5 < K < 50, 1 < M < 5-8, 
31 < L < 7 - 2 . 

3 

5. Q = D* \Zw/r for the intervals 3 < D < 4, 11 < w < 38, 15 < r 
< 170. 

6. Ξ1. = _üL (third law of Kepler) for the intervals 0-24 < Tx < Tt 

T\ r\ 
< 248-6, 58 < rx < r2 < 5917. 

7. Qc = Q0-|-i22(mp/2+m0) for the intervals 002 < Q0 < 11, 30 < R 
<160, 00003 < m 0 < 0008, 00005 < mp < 001. 

8. a;4+2/4 = Z4+M4 where each variable runs over the interval from 
1 to 10 under the assumption that it is desirable to have increasing accuracy 
as the number draws nearer to unity. 

9. μ = 5λ/ω+3<ργ> for the intervals 7 < λ < 19, 50 < ω < 500, 
4 <<p < 8, 7 <y> < 14. 

10. w = 9-5 }/(u+v)/uvt for the intervals 5 < u < 200, 5 < v < 200, 
70 < * <5000. 

11. u-\-v — w — t = uvw-\-uvt — uwt — vwt where each interval runs over 
the interval from 5 to 8. 

12. u+v = (w+t)/{l + wt) for the intervals 3 < v < 8 , 2 < t / > < 5 , 
7 < i < 11. 

13. uv = (w+t2)/(t-\-w2) for the intervals 1 < w < 20, 2 < t < 8, 
4 < v < l l . 

14. (w-\-t)/(l-\-wt) = /(w, v) where/ is a function of the variables u and 
v which assumes values between 5 and 7, and w and t vary in the intervals 
3 < w < 8, 10 < * < 15. 

U — V W-\-t 
15. = for the intervals 2 < v < 8 , 7 < w < 8 , 4 < ί < 1 1 . 

u-\-v \-\-wt 

16. Construct a nomogram for the equation 

10 YR 
φ = 
Ψ lOFr+1 

in which the a-scale from Fig. 120 will be replaced by a line at infinity. 

§ 25. Systems of equations. Nomograms consisting of two parts 

to be superimposed on each other 

In § 24.2 we have shown a nomogram (Fig. 123) read by 
means of superimposing on it a transparent sheet, on which 
a family of parallel lines has been drawn. That nomogram is thus 
composed of two parts: an "immovable'' part, containing four 

file:///-/-wt
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functional scales, and a " movable' ' part, also called a transparent, 
containing a family of parallel lines. The device of joining two 
drawings by superimposing them on each other can be extended 
to functions with more variables and to systems of equations. 

25.1. Let us take a system of equations with six variables, 

fAu> v)-f5(z) =fu(w, s)-fB(t), 

g12(u, v)-g5{z) = gu(w, s)-g6(t). 

We shall make two drawings: 
I. On the plane [x, y] we shall consider the following two 

pairs of families of curves (Fig. 136a): 

(25.1) 

a) 

b) 

FIG. 136 

a ? =/A«) > 
x=fv!<w>*)> and - - ■ " * ' 

y = Stofa, v), y = gu{w, s). 
(25.2) 

II. On the plane [ξ, η] we shall consider two functional scales 
(Fig. 136b): 

f = / » W · and *='·<*>· 
η = g6(z), η = gt(t). 

(25.3) 
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Let us now imagine tha t drawing b) has been superimposed 
on drawing a) so tha t the axes ξ and x are parallel and identically 
directed and the origin 0 of the system coincides with 0'. If the 
point zQ of the z-scale coincides with the point (uQ) v0) of the 
lattice [u, v] and if the point t0 of the t-scale coincides with the 
point (w0) s0) of the lattice [w, s], then of course the vector with 
initial point z0 and end-point t0 will be equal to the vector with 
initial point (u0f v0) and end-point (w0f s0). The projections of 
those vectors on the axes of abscissas are equal, i.e., 

and, similarly, the projections on the axes of ordinates are equal : 

9Μ—9δ(ζο) = 9u(wo> so)-9i2(Uo> vo)'> 

the system of equations (25.1) is therefore satisfied. 
A nomogram composed of parts a) and b) thus makes it possible 

to solve the system of equations (25.1) for given values of u0, vQy 

z0 and t0 or u0, v0> z0 and, say, s0\ it is more troublesome to find 
z and t when the values of uQy v0) w0 and s0 are given. I t is 
essential here to keep the axes of the systems parallel. To make 
this easier, we draw both on the immovable par t a) and on the 
movable par t b) a series of lines parallel to the axes of abscissas, 
or we use well-known systems of joint-connected rods admitting 
only translations. 

As follows from the method of using nomogram 136, the scales 
on the axes x and ξ must be regular and have equal units ; the scales 
on the axes y and η must also be regular and have equal units, 
but the units on the axes of abscissas may be different from 
the units on the axes of ordinates. However, we can move the 
lattice of curves [u, v] away from the lattices of curves [w, s] as 
far as we like, of course moving the i-scale away from the z-scale 
by the same vector, since 

/12- /5 =fu+a-(f6+a), 

9i2-95 = 9u+b~(9e+b) 

for arbitrary a and b. 
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EXAMPLE. Draw a nomogram for the system of equations 

u cos v—z = y s—w —t, 

u sin v—z = w—t2 

for the intervals 

0 < u < 2-5, 0 < v < 90°, 0 < z < 2-5, 

0 < ί < 1 · 6 , 0 < w < 3 , - l < s < l . 
In order to isolate in the drawing the lattice of w, s from the 

lattice of u, v we add and substract on the right sides number 4-5. 
We obtain 

u cos v—z = \y 8—w +4*5) — (£+4-5), 
u sin v—z = w—t2. 

The equations of the [u, v] lattice will have the form 
x = u cos v, y = u sin v, 

and the equations of the [w, s] lattice will have the form 
x = y s—w +4*5, y = w. 

Consequently, the curves u = c are circles with centres at the 
origin of the system, the lines v = c will be lines of a pencil with 
vertex at the origin of the system, the lines w = c will be lines 
parallel to the z-axis and the curves x will be parabolas with 
equations y = — x2-\-s (Fig. 137a). 

The functional scales have equations 

ξ = z, η = z, 
and 

ξ = ί+4-5, η = t2. 

25.2. The movable part of a nomogram of the type under 
consideration will have a particularly simple structure if g5(z) = 0 
and g6(t) = 0. 

In that case certain transformations of the nomogram are 
permissible. Namely, if 

J12 Jb =J34 J6> 

9i2 = 9u> 

then, choosing two arbitrary continuous and monotonie functions 
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<p(x) and ψ(χ), we shall obtain an equivalent system of the form 

/l2 + 9>(012)-/5 = / s 4 + 9>(&4)--/6» 
ψ(9ν) = ψ(93*)> 

*) 

b) 

Our nomogram will consist of two parts , the first being the 
same as in the general case and the second being a combination 
of two scales 

S=f6(z) and f = / e ( i ) 

on one straight line η = 0 (Fig. 138). 

25.3. Nomograms composed of two parts can also be applied 
to a single equation with five variables. Let us take the equation 

fiz-f*=fi*-U (25.4) 

where the first variable appears in both function f12 and function 
/1 3 . Let us take two arbitrary monotonie continuous functions φ(η) 
and y>(u) and write two equations, 

/ i 2 + ? M - / 4 =f13+<p{u)-f5, 

ψ(η)—0 = ψ(η)—0. 

FIG. 137
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This system leads to a nomogram which consists of two fami-
lies of lines, 

* = / i 2 ( ^ V)+<P(U)> y = y>(u), 

* = fis(u> w)+<p(u), y = ψ(η), 
(25.5) 

VA u 

a) 

b) 
-i 1 — i — Γ Ί — i — i — r 

Z 
- i — i — i — i — i — i — i — r 

F I G . 138 

VI 

a) 

b) 

W 

I I I I I I I 

z 
I I I — Γ ~ Γ 

t 

F I G . 139 

X 

and two scales, 

f = / 4 ( z ) and £ = / , ( « ) , 

on one straight line η = 0. 
This nomogram is shown in Fig. 139. I t can be seen from 

equations (25.5) tha t the first variable, u, is represented by 
means of a family of straight lines parallel to the #-axis. 
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Exercises 
1. Draw a nomogram of the equation 

w = xy2 \z ex (s — 2x) 

where the following relation holds between the variables: 

xA = z(s-\-x) 

in the intervals 
0 < a < 2, 0 < i / < 3 , 1 < z < 4, 
0 < t < 0-3, 4 < s < 8, 0 < w < 10. 

2. Construct a nomogram composed of two parts for the equation 

(u+v)w = («+*)» 
for 10 < u < 20, 0 < v < 10, 0 < z < 5, 1 < w < 2, 1 < t < 2. 



C H A P T E R V 

PROBLEMS OF THEORETICAL NOMOGRAPHY 

§ 26. The Massau method of transforming nomograms 

Formulas occurring in practice usually have the forms listed 
in §§ 10-23. However, there exist equations, particularly in tech-
nological problems, whose structure is complicated and difficult 
to identify with any of the known types. In such cases we should, 
if possible, make suitable transformations, leading to the known 
types of equations. 

In this section we shall deal with the problem of transforming 
equations. 

26.1. Suppose we are given an equation containing three 
variables 

f(u,v,w) = 0. (26.1) 

If the left side of the equation has the form of a third order 
determinant in which each row contains only one variable and 
one of the columns consists of unities only, i.e., if (26.1) is an 
equation of the form 

I <Pi(u) Vi(tt) 1 I 

9>2(v) Ψ2Μ l ! 
I <p*(w) ip?{w) 1 I 

we shall call it the Soreau form, or briefly the (S) form. 
In view of the considerations of § 15 it is obvious that relation 

(26.1) can be represented by a collineation nomogram if, and 
only if, the equation is of the (S) form. Consequently, the question 
whether there exists a collineation nomogram for a given equation 
is equivalent to the question whether an (S) form exists for that 
equation. 

In § 28 we shall prove that it is not possible to bring every 
equation to an equation of the (S) form. In cases where the (S) 
form does exist for an equation (26.1), it can be obtained by the 

0, (S) 

242 
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following method, introduced by Massau and called the Massau 

method. 

We introduce new variables x and y by means of the equalities 

x = G(u, v, w) and y = H(u, v, w) (26.2) 

and then eliminate the variables v and w from the given equation 
(26.1) and the substitutions (26.2); suppose tha t the result of 
that elimination is an equation linear with respect to x and y: 

φλ{η) χ+ψχ(η) y+χ^η) = 0. (u) 

Similarly, assume tha t by eliminating the variables u and 
w from equations (26.1) and (26.2) we also obtain a relation linear 
with respect to x and y: 

<P2(v)x+v>2(v)y+X2(v) = °; (v) 
and finally, assume tha t by eliminating u and v from (26.1) and 
(26.2), we obtain an equation linear with respect to x and y: 

<P3(w)x+y>3(w)y+Xs(w) = °- (w) 
As we know, a system of three linear equations, (u), (v) and 

(w), with two variables x and y has a solution if and only if its 
determinant is equal to zero: 

<Pi(u) 

<p2(v) 

<Ps(w) 

ψιΜ 

%(*>) 
Ws(w) 

Xi(u 

%2(V 

Xs(w 

= 0. (S') 

This equation is satisfied by any three numbers u, v, w satis-
fying equation (26.1). We shall show by examples t ha t equation 
(S') may be solved by other threes of numbers, such as do not 
satisfy equation (26.1). 

I t can easily be seen tha t (Sr) can always be reduced by divi-
sion to the (S) form. If the product χ^η) χ2(ν) χ3(ιυ) is not iden-
tically equal to zero for threes of numbers u, v, w satisfying 
equation (26.1), we divide both sides of equation (S') by t ha t 
product, obtaining the (S) form: 

ΨιίΧι Ψι/Χι 

φ21χ2 Ψ2ΙΧ2 

ΨΖΙΧΒ ΨΖΙΧΖ 

= 0. 
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If Χιχ2Χ3 = 0, we can obtain—by interchanging or adding 
the columns—non-zero functions in the third column; and 
then, by division, we get an equation of the (S) form. 

The application of this method of transforming equations 
into the (S) form may, in practical cases, involve certain diffi-
culties, since it is necessary to guess the requisite substitutions 
(26.2). In particular it is difficult to verify whether such a substi-
tution exists in a given case, since the Massau method gives no 
answer to this question. We shall show tha t there exist equations 
(26.1) which cannot be reduced to an (S) form and we shall 
give the criteria of the existence of tha t form for a given equation. 

26.2. Proceeding to applications, let us reduce to the (S) form 
the equation 

/ Ι (« )Λ(») /Β(«0-Ι = Ο. 

(Here the function F(u, v, w) has a special form 

ί , = / ι ( « ) Λ ( » ) / ΐ ( « ' ) - ΐ · ) 

I t tu rns out tha t we can do so by three different methods. 

F i r s t m e t h o d . We substitute x = fl9 y = l//2. Elimi-
nating the variables u and v from the given equation /1/2/3—1 = 0 
we obtain 

y 
or, multiplying by y, 

xh—y = °-
W e thus have, together with the substitution formulas, three 

equations 

x -h = 0, 

xh—y = °-
The fulfilment of these equations by x and y is equivalent to 

the equation 

| i 0 - / J 

■ o / 2 - l 

Λ - 1 o 

o. 
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Adding the terms of the second column to the terms of the 
third column, and then dividing by/J/g—1) we obtain successively 

1 
0 

/a 

o -h 
k Λ-ι 

- 1 - 1 
-o , 

1/Λ 0 1 
o / , / ( /„-1) i = 0. (Si) 

The last equation is of the (S) form. 
S e c o n d m e t h o d . We substitute x = f1+f2, y = ΛΛ 

in equation /1/2/3—1 = 0 ; we obtain f3y—l = 0. From the 
expressions for x and y we have 

y=fi(x-fi) or fix-y-fl = 0, 
and similarly 

y = hfr-U) or f2x-y~fi = 0. 
We thus obtain a system of three equations, 

xfi-y-fl = o, 
xh-y-fl = 0, 

2/Λ-1 = 0, 
which implies that 

Λ 
Λ 
0 

- 1 
- 1 

Λ 

-/? 
-/I 
- 1 

Dividing by function/3 (which is not constantly equal to zero 
because f1f2fa = 1) and interchanging columns two and three 
we obtain the (S) form: 

l/i ft 1 

Λ ft 1 
0 - 1 / / 3 1 

= 0. (Sn) 

This equation is not equivalent to the equation Λ/2/3—1 = 0 
because on expanding the determinant we obtain 

f /2 J2 1 / l 
J1./2 

/ 3 J3 

or 
fiflf*-f,+fi-flÂÂ = 0, 
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or 
(/2-Λ)(ΛΛΛ-ΐ) = ο. 

Equation (S) is therefore satisfied not only by the threes of 
numbers u, v, w which verify the given equation but also by 
threes u0) v0, w where/i(w0) = /2(^o) a n d w *s a n arbitrary number. 
I t will thus be seen that from a nomogram defined by an (S) 
equation we shall have to reject solutions u0, v0, w for which 
fi(uo) — U{VQ) a n d w is arbitrary. 

T h i r d m e t h o d . We substitute x = Λ+/2+/3, y = Λ Λ + 
+/1/3+/2/3· The given equation is transformed into the equation 

A ( y - / i / . - / i / » ) - l = 0, 
and then into 

Λ UZ-MM)] - 1 = 0 or Λ Ü-Mx-M] - 1 = 0 , 

-flz+fiy+ft-i = 0. (u) 
We find that the reduction of u and w gives us the equations 

Λ&-Λ(Λ+Λ)]-ι = o, 
ΛΓ»-Λ(*-Λ)]-ι = o, (v) 

Similarly, by reducing u and v, we obtain 

-fl*+f,y+ft-i = 0. 
Equations (u), (v) and (w) give us the equation 

1/1 -n /i-ij 
Λ -/l / î-i =° 

| / s ~ J 3 J 3 -*" j 

and ultimately the (S) form 

(w) 

-ft 

l - / i 3 

- / , 
1-/1 
-Λ 
1-/? 

- / ! 
1-/Î 
-/I 
1-/1 
/I 

1-/1 

= 0. (Si: 

i.e. 
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Expanding this determinant we obtain, as can easily be 
verified, the equation 

(Λ-Λ) (Λ-Λ) (/s-/i) (ΛΛΛ-1) = o. 
In addition to the threes u, v, w which satisfy the given 

equationfif2fB—l = 0, equation (Sm) has the following solutions: 

such threes u0, v0> w that /τ(η0) = f2(v0) and w is arbitrary, 
such threes u0, v, w0 that fx(uQ) =f3(w0) and v is arbitrary, 
such threes u, v0, iv0 that f2{v0) = f3{w0) and u is arbitrary. 

As before, having drawn a nomogram defined by equation 
(Sm), we must reject those threes of numbers u0, v0, w for 
which /jittj) = f2(v0) and w is arbitrary, those threes ul9 v, wx for 
which f^Uj) =/3(tc;1) and v is arbitrary and those threes u, v2, w2 

for which f2(v2) =f3(w%) and u is arbitrary. 
We have obtained for the equation Λ/2/3—1 = 0 three Soreau 

forms, (Sj), (Sn) and (Sm), and consequently three nomo-
grams. 

The nomogram defined by equation (Sx) consists of three 
rectilinear scales with equations 

xu = ——, xv = 0, xw= f3(w)y 

y« = 0, y , = / a W , yw = l. 

The nomogram defined by equation (Sn) consists of three 
scales, one of them rectilinear and the other two lying on a com-
mon curve of the second order: 

Vu=fh Vv=fh 2/w = - I / A -

Indeed, the base of both the w-scale and the ^-lattice is the 
parabola y = x2 and the base of the w-scale is the straight line 
x = 0, i.e., the axis of the parabola. 
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The nomogram defined by equation (Sni) has three scales 
with a common base 

-Λ -Λ 

y« 

i-fl 
fl 

i-fl 
Vv = 

1-/1 

1-/I 

Xw — 
- / . 

y» 

i-ft 
n 

W ! 
It can easily be verified that the common base of these scales 

is a curve of the third order, for on dividing y by x we have 
(omitting the indices u, v and w) 

y\x = - / ; 

F I G . 140 

substituting this in the first equation we obtain 

x = 
yjx whence x = 

x2y 

\ + {yjxf x?+y3 

and finally 
x3—xy-\-yz = 0. 

This equation presents the so called folium of Descartes 
(Fig. 140). It is a curve with a double point at the origin of the 
system and an asymptote x-\-y = — 1/3. I t will be observed 
that we have transformed the equation /i/2/3—1 = 0 into the 
forms (Sx), (Sn) and (Sm) exclusively by so called rational 
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operations, i.e., by addition, subtraction, multiplication and 
division. I t could be proved that the forms we have obtained 
are the only (S) forms of the given equation obtained by ratio-
nal operations. This means that every collineation nomogram 
of the equation fif2,h= 1 in which the scales u, v and w are 
scales of rational functions fx, f2 or / 3 is either a drawing defined 
by equation (SJ, (Sn) or (Sm), or a projective transformation of 
one of them. 

26.3. Consider in an analogous way the equation 

fi(u)+Mv)+f9(w) = 0. 
Here again there are three different methods of reducing 

the equation to an (S) form. 
F i r s t m e t h o d . We substitute x = f2{v), y = /3(w) in 

the given equation; we obtain / i+x+2/ = 0, i.e., a system of 
equations, 

*+y+fi = o, 
x -Λ = o, 

y-h = o, 
whose determinant must be equal to zero: 

i i ΛΙ 
1 0 - / , = 0 . 

,o i -Λ | 
Adding the terms of the first column to the terms of the second 

column, we obtain 
1 2 ΛΙ 

1 1 - Λ | = 0; 
lo i -A | 

dividing the terms of the first row by two and interchanging 
columns two and three, we finally obtain 

1/2 Λ/2 II 
i -Λ i = o . (Si) 

o - / , i | 
The nomogram consists of three scales on three parallel lines. 
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S e c o n d m e t h o d . We substitute x = / ^ , y = ,/Ί+^. 
We easily obtain a system of equations 

* - / i » + / î = 0, 
*-f*y+fl = o, 

y+h = o, 
which implies that 

= 0. 

Adding the terms of the third column to the terms of the first 
column, we obtain 

i+/î -Λ fl\ 
i+/I -Λ fV 

1 
1 
0 

- Λ / î 
~~Λ Λ 

i Λ 

/» 1 / , 
= 0; 

dividing the first row by 1+/J, the second row by 1 + / | and the 
third row by / 3 and interchanging columns one and three, we 
obtain an (S) form: 

Λ /? 
1+/Î 
/I 

i+/I 
1 

1+/Ï 
h 

i+/I 
1 

U 

1 

2— 1 

1 

= 0. (S) 

The scales w and v lie on the same curve with parametric equa-
tions 

1+/2 
X = ■ y 

i + / 2 

Eliminating parameter / , we obtain 

xjy 

y 
■ = / and y = 

i+{xjy? 
y = -

xy 
x2+y2 

This curve is thus of the second degree with the equation 

x2-x+y2 = 0 or (x-lj2)2+y2 = (1/2)2. 
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The third scale, w, is rectilinear with equations 

x=l, y= - I / / 3 . 

I t is a tangent to the circle x2—x-\-y2 = 0. 
The nomogram consists of two scales on a common curve 

of the second degree and of a third scale on a tangent to that 
curve. 

T h i r d m e t h o d . We substitute x = / i / 2 / 3 , y = /1/2+ 
/1Λ+/2/1 i n t h e g i v e n equation Λ + / 2 + / 3 = 0. Eliminating /2 

and f3 from those equations, we obtain 

x=fi(y-fih-fih) o r 3= / i [y - / i ( - / i ) l · 
i.e. 

*-fiV-fl = 0. (u) 

On account of symmetry, the remaining two equations will 
be of the same form: 

x-ftV-fi = 0, 

x-hy-fl = 0, (w) 

The result of the elimination of variables x} y and z from 
equations (u), (v) and (w) is the equation 

1 -Λ - / i l 
1 -Λ -fl =0 . 
1 - / , -fl I 

We thus have a third form for the equation Λ+/2+/3 == 0: 

1/1 n 11 
k f\ 
J3 J 3 

0. (S„i) 

In this case the nomogram consists of three scales lying on 
a curve of the third degree, 

I t is a parabola of the third degree, y = x3, with the inflec-
tion point at the origin of the system (Fig. 141). 

(v) 
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Equation (Sm), with the determinant expanded, has the form 

(Λ-Λ) (Λ-Λ) (Λ-Λ) (Λ+Λ+Λ) = o. 
Since our problem concerns only the last factor being equal 

to zero, wre must reject the following threes of numbers: 
u0, v0, w, where f^u^) =/2(v0) an(^ w *s arbitrary, 
ul9 v, wlf where f^Uj) = /3(w1) and v is arbitrary, 
u, v2, iv2) where f2(v2) = Λ(Μ2) an(^ u *s arbitrary. 

Geometrically this means that at the intersection of a certain 
straight line with the base of the scales we must read the value 

F I G . 141 

of one variable only, e.g. u; if we wished to read the value 
of w corresponding to the pair u, ¥ for which the point v coincides 
with the point ΰ on a common scale, we should have to draw 
a tangent to the curve at point ΰ = ¥; the intersection point 
of the tangent with the curve determines the required value of w. 

Exercises 

1. Reduce the equation of the second degree 
z*-\-uz-\-v = 0 

to an (S) form by the Massau method (substitute u = x, v — y). 

2. Reduce to an (S) form the equation 
auv-\-buw-\-cvw = 0. 

(Substitute bu-\-cv = xy auv — y.) 
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3. Reduce to an (S) form the equations 

a. w = (e.g., substitute 3u-\-5v = x and Au—v = y), 
éu — v 

uv 
b. tan w = , 

u-\-v 

c. sin w = sin u sin v9 

sin w cos w 
d. 4- = h (substitute 1/v = x and \ju — y), 

u v 

u2 — v 
e. w = (substitute x = w, y = wv2-\-v). 

v2 — u 

§ 27. Curvilinear nomograms for the equations Mu)f2(v)fz(w) 

= ι> ΑΜ+ΛΜ+ΛΝ = °> /iMAW/cN =/iW+/8W+/»N 
27.1. The equation ^/a/g = 1 can be reduced to three different 

(S) forms: (Sj), (S„) and (Sm). Each of them is the equation 
of a certain nomogram. The (SJ form leads to the well-known 
nomogram with three rectilinear scales defined by equations 

xx = , x2 = 0, x3 = f3(w), 

2/1 = 0, y2 = / ^ , 2 / 3 = 1 . 

1 1 1 1 1 ! 1 1 1 1 ! 1 1 ! 

<v0 

> \ 
N 

I I I 1 1 1 1 1 ^ 

- U U0 & 

F I G . 142 

The w-scale is rectilinear with base on the #-axis, the v-scale is 
rectilinear with base on the «/-axis, the w-scale lies on a line 
parallel to the #-axis (Fig. 142). 
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It can easily be seen that we have here an N-shaped colli-
neation nomogram, discussed in detail in § 12. As can easily 
be guessed, we use this nomogram in cases where only one 
function assumes very large values; we then draw it on the 
oblique straight line, i.e., here on the ?/-axis. 

The (S„) form 

Λ 
k 
0 

n i 
Ά i 

- ι /Λ i 
defines the following scale equations: 

(u) (v) 
X2 — J2» 

V2 = fl 
( W ) 

xd = 0, 

ys=-lIU 

The scales (u) and (v) lie on a common curve (parabola), 
y = x*f and the w-scale lies on the straight line x = 0 inter-
secting the parabola at two points: at the origin of the system 
(0, 0, 1) and at the point at infinity (0, 1, 1). 

Every projective transformation of the plane (x, y) turns the 
parabola into a curve of the second degree (an ellipse, a parabola 
or a hyperbola), and changes the straight line that intersects 
it at two points into a straight line having two points in common 
with the curve, i.e., into a chord. 

A nomogram containing a curve is of course more difficult 
to execute than a nomogram with only rectilinear scales, and 
it would not be advisable to draw it in cases where a nomogram 
with three rectilinear scales satisfies the required accuracy 
conditions in the given intervals. To verify whether, for a given 
equation (Sn), the nomogram gives sufficient variability of 
the unit of the scale, it is useful to construct a nomogram 
for the equation uvw = 1. 

On the basis of elementary transformations of a determinant 
we have 

u 

V 

0 

u2 

V2 

-l/w 

1 

i 
1 

— 

u 

V 

0 

l+u2 

l+v2 

l-l/w 

1 
1 
1 

= 
. 

1 u l+u2 

1 v l+v2 

1 o I —l/w 
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and consequently the form 
1 

1+u2 

1 
l+v2 

1 

l+u2 

V 

1+v* 

0 

- 0 . 

1 
l-l/w 

This equation shows that the base of the first two scales is 
a circle, since we have in succession 

1 
x = 

l+u2 y y = ux, 

= 1, 
\ + {yjxY x*+y* 

(x-0-5)z+y* = I 

Proceeding to the construction of the nomogram we observe 
that the w-scale will be a projective scale because 

1 w 

l — l/w w—l 
The limit for w-+oo is x = 1. As regards the variables 

u and v, the limit for u->oo and v-+oo is the origin of the 
system (0, 0). Fig. 143 shows that a nomogram of this shape 
would be more convenient than a nomogram with three parallel 
scales if, for the given interval, funtion /x assumed values from 0 
to oo, funtion /2—values from — oo to 0, and function /3—very 
small negative values. As we know, a nomogram with three 
rectilinear scales would then have infinite dimensions. 

Form (Snx) 
fl , -Λ 

ι -Λ 2 

-Λ 
1-/1 
-Λ 

1-/Ï 
/I 

1-/1 
n 

1-/1 i - / ; 
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leads to a drawing composed of three scales on one curve, called 
the folium of Descartes, a^+î/3—xy = 0. 

I t is a so-called unicursal curve, i.e., a curve whose points 
can be assigned in a one-to-one and analytic manner to the 
points of a straight (projective) line or to the elements of a pencil 
of straight lines. I t is sufficient to take a pencil of lines with 
the vertex at the origin of the system, which is a double point 
for the curve, and to assign to each straight line of the pencil 
the point a t which it intersects the curve for the third time 
(point (0, 0) is then reckoned twice and consequently it has two 
corresponding straight lines: the #-axis and the y-axis). 

F I G . 143 

In order to discuss the cases where the equations fif2f$ = 1 
are more conveniently represented by this nomogram than by 
nomograms of the preceding two types let us draw the scale of 
the function uvw = 1. 

All the scales have the same parametric equations 

x = ul(us—l), y = u2l(u*—l). 

Obviously, as u-+oo, the corresponding points tend to the 
double point along an arc tangent to the y-axis (Fig. 144) ; it is to 
the same point tha t the points assigned to numbers close to zero 
tend along an arc tangent to the #-axis. For u close to unity the 
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corresponding points tend to infinity along arcs approaching the 
line x—y+1/3 = 0 asymptotically. 

This drawing will be a suitable nomogram in the case where, 
in the given interval, one function assumes very large positive 
values, the second—very large negative values and the third— 
very small negative values; in this case the preceding type also 
gives good results. 

F I G . 144 

27.2. Equation 

/ 1 + / 2 + / 3 = 0 

can be represented in the forms (ST), (Sn) and (Sn i) . 
As we know from § 10, a nomogram based on equation (Sr) 

consists of three functional scales u' = fi(u), v' = f2(v) and 
w' =f3(w) on three parallel lines. I t can thus be used only for 
functions fl9 f2 and / 3 which are bounded in given intervals. 

A nomogram based on equation (Sn), i.e. with scales 
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consists of two scales on a common curve of the second degree 

{x-\)2+y2 = (i)2 

and a rectilinear scale on a tangent to the curve. 
In order to find out which equations are conveniently repre-

sented by such a nomogram, let us make a drawing for the equation 

u+v+w = 0. 

The nomogram obtained is shown in Fig. 145. It can be seen that 
this form is convenient if, in the given intervals, two functions 
fi have very large absolute values and the third has very small 

I—i 

F I G . 145 

absolute values. Then of course the circle must be replaced by 
an ellipse with the major axis (or only a diameter) parahel to the 
rectilinear scale on the tangent. 

In the case of form (SHI) we have three scales on the curve 
y = z3. 
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Let us take again the equation u-\~v-\-w = 0. Each of the three 
scales has the parametric equations 

x = u, y = u3. (*) 

This nomogram (Fig. 146a) can be used in cases where great 
accuracy is required for those values of two variables to which 

a) b) jd 
F I G . 146 

large values of two functions correspond; the third function 
should then have small values. In those cases we transform 
the plane in an affine manner so as to have a large angle between 
the positive parts of the axes x and y\ then the parts of the 
scales corresponding to the absolutely large values of two func-
tions will get nearer to each other (Fig. 146b). 
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R e m a r k . Nomogram 146b can be drawn more accurately 
by finding the equation of the curve in orthogonal coordinates. 
Accordingly, let us take the direction of, say, the tangent intersect-
ing the curve a t point u = 2 as the direction of the f-axis, 
and the direction of the tangent at point u = 2 as the direction 
of the ^-axis. 

The slope of the first tangent will be obtained by writing its 
equation in the form 

and substituting in it x = 2, y — 8. We obtain 

S-xl = 3z0
2(2-z0), 

and thus 

* » - 3 * 3 + 4 = (* β -2)*(* 0 +1) = 0, 

i.e., x0 = — 1 . The required slope is thus equal to 3. Since the 
other slope is 3 . 22 = 12, according to the notation introduced 
in § 4.3, point P , (in our case a point a t infinity) has coordinates 
(1, 12, 0), point Q (also a t infinity) has coordinates (1, 3, 0) 
and point A has coordinates (0, 0, 1); the straight line AP 

has an equation y = 12x, or, in homogeneous coordinates, 

— Vlx^x^ = 0, 

the line AQ has an equation y = 3x or 

~~moX^~\~ X2 — U, 

and the line PQ has of course an equation x3 = 0. 
The transformation will thus be defined by equations 

ξ = ~12χι+χ* = - 1 2 s + y , 

η = = —3*+2/. 
x% 

The scale equations are of the form 

ξ = u*-12u, 

η — u3—Su. 

27.3. Equation f1f2f2 = 1 can easily be reduced to the form 

Ψι+Ψ2+9^3 = 0, for it is sufficient to substitute φί = log/^. 
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Similarly, equation / 1 + / 2 + / 3 = 0 can be reduced to the form 
ψιψζψζ — 1 Dy substituting fi = log ψί9 i.e. ψ( = 1θΛ·. Consequently, 
in each of the two types of equations we have six different 
nomograms, not equivalent to one another by projection. I t 
will be observed, however, tha t the substitution φί = log/,· , 
for instance, can be applied only to those intervals of the inde-
pendent variable for which function fi is positive; the second 
substitution, ψι = 10Λ, assigns to all real values o f / only a part 
of the set of the values of xpi, namely the positive part . Therefore, 
if we constructed, after the second substitution, a curvilinear 
nomogram for example, then all the values of fx from —00 to 
+ 00 would be placed on par t of the curve only; the unlimited 
real axis would be contracted to a part of a curve of the second 
or third degree. Such contraction is of course useful in certain 
cases. 

By a suitable substitution, also the equation 

fi+f*+f»= AM» (27.1) 
can be reduced to the preceding types. Take function œiy such 
tha t 

not ω,= ft. (27.2) 

From the well-known formula 

tancoT+taneoo+tanojq—tana;* tanco2tancoo 
ta,n(œ1+œ2+œ3) = — - -

1—tanco2 tan&>3—tancoj tanco3—taniox tanco2 

by substitution (27.2) we obtain in view of (27.1) the equation 

t an (ω 1 +ω 2 +ω 3 ) = 0, 

and consequently 

ωι(η)+ω2(ν)+ωζ(ιν) = 0. (27.3) 

Similarly, equation (27.1) can be changed into the equation 

ψλψ2ψ3= 1. 

Obviously, any such transformation from one form into 
another involves a deformation of the functional scales of the 
given functions. Equation (27.1) can also be represented by 
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a nomogram directly, i.e., by writing a form (S) which would 
contain only the functions ft and expressions made up from them 
by addition, subtraction, multiplication and division. 

Accordingly, let us substitute 

* = Λ + Λ , y = / i / a - i ; (27.4) 
by eliminating fx and f2 from equation (27.1) we obtain 

x+fs =fs(y+l) or x—Uy = 0, 

and by eliminating fx and f2 from the substitutions (27.4) we 
obtain the equations 

*Λ-!Μ/ϊ+ΐ)= o. ^ .-»-( / î+i) = o. 
The last three equations give us form (S) for equation (27.1): 

0 

or 

Λ 
Â 
1 

- 1 
- 1 

-Λ 

- W Î 
-1 - / I 

0 

/ l 

/ Ï+4 / Ï+4 
2 Λ 

/1+4 /1+4 
2 1 

~3~ ~3/s~ 

= 0. 

The first two scales lie, as can easily be found, on the cir-
cumference (x— l/4)2+i/2 = 1/16 and third on the straight 
line x = 2/3, which does not intersect the circle at real points 
(Fig. 147). 

For example, for the equation uvw — u-\-v-{-w we have, in 
the circle, a scale of fast decreasing units as u (or v) tends to 
infinity, and a projective scale on the straight line. 

For equation (27.1) we can also construct a nomogram with 
three scales on one curve. To give it the necessary Soreau form 
let us substitute 

x =fiÎ2U y=f2h+fih+fJ?' (27.5) 
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Substituting the value / 3 = xjfif2 in equation (27.1) and in 
the second equation of (27.5), we obtain 

*=Λ+/,+^τ or —n+l—-fi 1/2+1 = o, 
hk+^jih+k) = 2/ or A ^ + / i . _ JL| / i + i = 0. 

hk * \/ι x, 
By subtraction we obtain 

— / l = 7 ΟΓ u +/ iU-»- / î = o. 

i - J 

-2 

i l · 
l10 ,-10 
-5 

-3 

-2 

-1 
F I G . 147 

On account of the symmetry of formulas (27.1) and (27.5) 
we also have 

iy-+/.)*-y-/î = o, lj-+f3\x-y-ß = o, 
i.e. an (S) equation 

Λ+1/Λ -1 -n 
Λ+1/Λ - 1 - / I 
Λ+ι/Λ - 1 - / ! 

= 0. 
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The scale equations will be of the form 

*=fi+llfi> V=fi for i = l , 2 , 3 . (27.6) 

They lie on a curve of the third degree whose equation is 

x = Vy+ll]/y or x*y = (y+1) 2 . (27.7) 

Figure 148 represents a nomogram for the equation 

uvw = u-\-v-\-w. 

I t will be seen tha t representing equation (27.1) by means of 
a nomogram of this kind is useful only if one function, say flf 

assumes very small values and the other two assume very large 
values. 

u,vtw u,v,w 

P^oè^OZ 
-* ^ 

F I G . 148 

We have found only curvilinear nomograms for equation 
(27.1). In § 28 we shall prove the non-existence, for tha t equation, 
of a nomogram with three rectilinear scales involving scales 
of functions /f or functions constructed from /f by means of the 
four arithmetical operations. 

R e m a r k . Curve (27.7) has an isolated point, (0, —1), 
which does not belong to any of the scales of (27.6), since the 
ordinates of points belonging to the scales are positive. 
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§ 28. The nomographic order of an equation. Kind of nomogram. 

Critical points 

28.1. Equation 

F(x, y, z) = 0 

can be represented by a collineation nomogram only if it can be 
written in a Soreau form (§20 , equation (26.1)). 

A direct reduction of a given equation to form (S) involves 
as a rule very complicated calculations—we shall deal with this 
in § 32. I t is often possible to simplify our investigations consi-
derably by performing certain preliminary operations, aimed 
a t reducing the left side of the equation F(x, y, z) = 0 to the 
form of a so called nomographic polynomial. 

We shall define first a nomographic monomial. I t is a product 

af(x).g(y).h(z).k(u) 

of factors depending on one variable only. 
For example, the function 3 sin x. log(l+?/) t an z is a nomo-

graphic monomial of three variables, while the function (x-\-y)z 

is not a nomographic monomial. 
A nomographic polynomial is a finite sum of nomographic 

monomials. 
The following functions are examples of nomographic polyno-

mials : 

xex. log y+y tan z + z + 1, 

(.τ+2/+ζ)2 = x2Jry2Jrz2j
r2xy-\-2yzJ

r2xz, 

log(z + l)x-y = x\og(z + l)-y\og(z + l). 

I t can be proved that , say, γ'x2j
ry

2j
rz

2 is not a nomographic 
polynomial, but sin(x2-\-y2-\-z2) is a nomographic polynomial 
because 

sin {x2jry2-\-z2) = sin x2 cos y2 cos z2 — sin x2 sin y2 sin z2 + 

+ cos x2 sin y2 cos z2-\- cos x2 cos y2 sin z2. 

In the nomographic polynomial 

*i/i(*) 9i(y) ΑΙ(*)+ΟΒΛ(*) 92(y) h(*)+ ··· +«„/*(*) 9n(y) KM i2 8·1) 
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there occur n functions f{ of the variable x, n functions gi of the 
variable y and n functions ht of the variable z. In certain cases 
the polynomial can be written in a simpler form. For instance, 
in the nomographic polynomial: 

w(x, y) = x2y2-\-5xy2-\-y2+x2-{-3xyJr8x+6yJr8, 

which is of the form 
8 

^«, / ι (*)&(2/ )> 
i = l 

we have the following functions of the variable x: 

/ ι=Λ = *2> f*=h=h = x a n d h=fi=f* = l> 
and the following functions of the variable y: 

9ι = β2 = 93 = ν2, g5 = g* = y a n d 91 = 9^ = 9%=^ 

We thus have three different functions of the variable x and 
three different functions of the variable y. I t will be seen, however, 
that w (x, y) can be written in a simpler way by introducing the 
following functions: 

ft = / i + 5 / 2 + 2 / 3 = x2+5x+2, 
and 

as well as 
9ι =9ι+9* = ν2+1 

and 
Vl =95+9i = y+l, 

because 
*>(*> y) =fi9i+Zf292 = (x2+5x+2) (y2 + l) +S(x+2) (y+l). 

To express the above in general terms let us adopt the following 
definition. 

Functions /f (x), i = 1, 2, ..., n, defined in a common interval 
<a, by are linearly independent in a wider sense if the identity 

C0 + Cl/l + C2Â+ — +Cnfn = 0 
implies that all cf are equal to zero. 

Function ft(x) is linearly dependent on functions fl9 f2, >>·, fn 

in a wider sense if there exist constants c,· for i = 0, 1, ...,n 
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which are not all equal to zero (i.e. J^c? Φ 0) and are such tha t 

fl(x)=C0 + C1f1(x)+...+CnfH(x). 

A system of functions fx, . . . , / „ is termed a base. 

Obviously, if ft is linearly dependent in a wider sense on 
functions ft for i = 1, 2, . . . , k, then functions fl9 / 2 , . . . , / „ , / z 

are linearly dependent. As regards the base, we shall assume 
it to be linearly independent. 

Assume tha t among the functions /£ occurring in the nomograph-
ic polynomial (28.1) there are k functions fl9 . . . , fk on which 
the remaining ones are linearly dependent, t ha t among the 
functions gt there are m functions gl9 . . . , gm on which the remain-
ing ones are linearly dependent in a wider sense and tha t among 
the functions h{ there are p functions h±, . . . , hp on which the 
remaining ones are linearly dependent in a wider sense. 

Then the nomographic polynomial (28.1) can be written 
in the form 

ZbiJ'fi(x)9j(y)h,(z) (28.2) 

where i varies from 1 to k, j varies from 1 to m and I varies from 
1 to p. 

I t may occur of course tha t in the new form some coefficients 
btjl will be equal to zero, and consequently we shall have k' <k 

instead of k functions / ; , m ' < m instead of m functions gJf or 
p' < p instead of p functions h^ 

In tha t case we shall repeat the process and obtain a form in 
which a smaller number of functions fh gj9 ht occur. 

Obviously, after a finite number of such steps, we shall obtain 
a form in which no further simplifications of this kind will be 
possible. The ultimate form will contain k0 linearly independent 
functions of the variable x9 m0 linearly independent functions 
of the variable y and p0 linearly independent functions of the 
variable z. 

I t can be shown tha t numbers kQ, m0 and pQ do not depend 
on the choice of the base in the individual steps of the procedure. 

The sum & 0 +ra 0 +^ 0 is termed the nomographic order of the 

polynomial. 
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Function /i(^)+/2(2/)+/3(2) which depends in an essential 
way on three variables, is a nomographic polynomial of the third 
nomographic order. The left side of the Cauchy equation 
fi(u)g3(w)Jrf2(v)h^(w)-\-l (§ 16) is, in the case of linear independence 
of functions g% and h%, a nomographic polynomial of the fourth 
nomographic order. Function 

I <Pi{z) ψι(ν) 1 I 
\φ2(χ) ψ2{χ) 1 
\<Pz(x) ψ9(χ) l | 

is a nomographic polynomial of order ^ 6. 
The nomographic order of the equation 

F(x, y, 2) = 0 
is the least order of the nomographic polynomial w (x, y, z) occurring 
in the equivalent equation 

w(x, y, z) = 0. 

In a three-dimensional domain in which there are no zeros of 
functions φ$(χ), ifz(y), %%{z) equation (14.3) is of nomographic 
order ^ 6. 

The definitions of the nomographic polynomial and of its 
order can be extended to functions of more variables. Thus for 
instance 

xy2z log u~\-2xu2-{-y2 sin i / + l o g ( w + l ) sin y 

is a nomographic polynomial of four variables, x, y, z, u, of 
order 8, since we have here two functions of the variable x, namely 
2X and x, three functions of the variable y, namely y2, y2 sin y and 
sin y, one function of the variable z, namely z, and three functions 
of the variable u, namely log u, u2 and log(w + l ) . 

28.2. Collineation nomograms are divided into classes accord-
ing to the number of curvilinear scales : if the number of curvi-
linear scales appearing in the nomogram is equal to k, we call 
it a nomogram of kind k. 

The nomograms with three rectilinear scales which were dealt 
with in § 10-14 are of kind 0 because they do not contain any 
curvilinear scale; nomograms which can be used to represent 
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equations of the Cauchy type are of kind one because they contain 
one curvilinear and two rectilinear scales. Nomograms for the 
Clark equation are of kind two or three according to whether the 
third scale is rectilinear or curvilinear (two lie on a curve of 
the second degree). 

Obviously, a collineation nomogram can be a t most of kind 
three since we have only three scales. 

28.3. Suppose tha t for a given equation 

F(x, y,z) = 0 

there exists a pair of numbers x0, y0 such tha t the equation 

/(*ο>^ο>2) = ° 
with one variable, z, is satisfied for every value of z from a certain 
interval. The pair of numbers x0, y0 will then be termed a neutral 

pair for the given equation. For example, the equation 

xy-\-z = 0 

has a neutral pair x = 0 and z = 0 since the expression 

Oy+0 

is equal to zero for any value of y. If this equation is wri t ten 
in the form 

l/z+l/xy = 0, 

then, if we want to consider also very large values of the variables, 
we must regard the pair z = oo and x = oo and the pair z = oo 

and y = oo as neutral pairs, since for any number y φ 0 there 
exist such numbers xn and zn tending to infinity tha t the equation 

i/vH/*„y = o 
is satisfied; for any number x φ 0 there exist such numbers 
xn and zn tending to infinity tha t the equation 

1 / ^ + 1 / ^ = 0 

is satisfied. 
What corresponds in a nomogram to a neutral pair of numbers ? 

If Cl9 G2 and C3 are lines on which the scales lie, then (Fig. 149) 
the following two cases may occur: 
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1. <73 is a curve; then point x0 of scale Cx must be identical 
with point y0 of scale C2 if the threes of points xQ, y0, 2 with the 
variable point z running over the curve C3 are to be always col-
linear. In this case the point x0 = y0 of intersection of curves 
C1 and C2 is called a critical point of the nomogram. 

F I G . 149 

2. C3 is a straight line; then the pair of points of intersection 
of Gx with (73 and of C2 with C3 may be a neutral pair, XQ, yr

Q, 
for then every point representing number s forms a collinear 
three with the pair x'0, y'Q. 

I t can easily be seen that , conversely, every point of intersection 
of scales Ct and Ck has a neutral pair of numbers corresponding 
to i t ; similarly, in the case where Cj is a straight line intersecting 
the remaining two scales Ct and Ck a t points Pt and Pk, the 
numbers corresponding to those points form a neutral pair of 
the equation. This follows from our assumption of the one-to-one 
correspondence between the values of the variable and the points 
of the corresponding scale. 

Equation 

(1 — 1/u) ( 1 - 1 / v ) ( 1 - 1 / w ) = 1 

has six neutral pairs: 

1. u = 0, v = 1, 3. v = 0, u = 1, 5. w = 0, u = 1, 

2. w = 0, w = 1, 4. v = 0, u; = 1, 6. w = 0, v = 1. 
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For example, in order to verify if the first pair is neutral it is 
sufficient to write the equation in the form 

( ^ i ^ - H . - j - „ (,_IW,_I\_J!L. 
\ v)\ w] l — l/u \ v/\ wj u—\ 
The nomogram for this equation is made up of three rectilin-

ear scales, u, v and w, which, when ordered in a cyclic manner, 
have their zero points each at point 1 of the preceding one 
(Fig. 150). Obviously, each vertex is a critical point of the 
nomogram and it is easy to verify that each pair of vertices 
represents one neutral pair of numbers (e.g., the pair 0U, lv). 

0U u ί„ 

FIG. 150 

Similarly, it is easy to verify that the equation 

lju+1/v = l/w 

has three neutral pairs 

1. u = 0, v = 0, 2. u = 0, w = 0, 3. v = 0, w = 0. 

These pairs correspond to only one critical point of the nomogram 
(Fig. 151). 

In addition, let us observe that if the plane of a nomogram 
undergoes a projective transformation, a critical point is made 
to coincide with a critical point. On this ground we easily verify 
that an N-shaped nomogram has three critical points although 
the equation has six neutral pairs, and a nomogram with three 
parallel scales has three neutral pairs but one critical point. 
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I t is easy to verify tha t the equation f1f2fs ^ Λ + Λ + Λ does 
not possess a single real neutral pair, which makes it clear why 
in the nomogram of this equation (shown in Fig. 147) the straight 
line on which the w-scale lies does not intersect the curve. If 
there existed an intersection point, it would have to correspond 
to a neutral pair. Similarly, in the second nomogram for the 
equation (Fig. 148) the curve of the third degree does not possess 

F I G . 151 

a double point. Finally, it is obvious why we cannot have a no-
mogram of three straight lines for this equation—since every 
two straight lines on a plane intersect a t a critical point of the 
nomogram. 

Exercises 

1. Find the nomographic order of the Cauchy, Clark and Soreau (type 
I and II I ) equations. 

2. Indicate the critical points of the Clark nomogram. 

§ 29. Equations of the third nomographic order 

Assume tha t function F(x, y, z) depends in an essential way 
on each of the three variables, x, y and z. This means tha t there 
exist numbers x0, y0 such tha t F(x0, y0, z) is not constant, there 
exist numbers y0, z0 such tha t F(x, y0, z0) is not constant and 
there exist numbers x0, z0 such tha t F(x0, y, z0) is not constant. 
If function F(x, y, z) can be reduced to the form of a nomographic 
polynomial, then, by hypothesis, a t least three functions, f1(x)) 

f2(y) and/3(2) must occur in tha t polynomial. Assume tha t we have 
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only these three functions. Equation F(x, y, z) = 0 is then of the 
third nomographic order. 

The most general form of an equation of the third nomographic 
order is the equation 

a i l l / l / 2 j 3 + a01l /2/3 + a i O l / l / 3 + a l l o / l / 2 + a l θθ/ΐ + σ01θ/2 H~ 

+«001/3+^000 = 0. (29.1) 

Substituting u = ^(χ), v = f2(y), w = /3(z) we obtain the form 

allluvw^a0llvwJ
ra101uiüJ

ra110uv-J
ra100u

J
ra0i0v-{-

+«ooi^+«ooo = 0. (29.1') 

The coefficients have been denoted here by letter a with 
three indices which run over the values 0 and 1 ; the first index 
is 1 or 0 according to whether u occurs in the component or not ; 
the meaning of the second and the third index is analogous. 

We shall prove the following theorem: 

Every relation of form (29.1') can be reduced by suitable 

homographie substitutions, 

_a1u/+a2 _ßiv'+ß2 _ γιΜ'+Ϊ2 
U — j V — ) W — y 

a3u'+aA ßzV+ßt yaw'+y* 

to one of the three canonical forms: 

u'v'w' = 1, (I) 
u'+v'+w' = 0, (II) 

u'v'w' = u'+v'+ιυ'. ( I l l ) 

We shall carry out the proof in two parts . 

1. We shall first reduce (29.Γ) to an equation in which the 

second degree terms have zero coefficients. 
If αηι φ 0, we can write the equation in the form 

uvw-\-b1vw+b2uw-{-b3uv-^c1u+c2v
Jrc3w

J
rd = 0 (29.2) 

or 

(u+bj (v+b2) (w+b,) + 

(cx—b2b3)u+(c2—b^v+ic^—bxb2) w+d = 0, 

which, by translating u' = u+bl9v' = v+b2,w' = w-\-b3, becomes 

u'v'w'+b1u'+b2v'+b3w'+c = 0. (29.3) 
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If αηι = 0 but one of the coefficients aijk is different from 
zero, we first perform the homographie substitution u' = u{~1] 

v' = ν{~λ) and w' = w{~1)J , reducing the equation in this 
way to form (29.2), e.g., if a100 Φ 0, then, by the homographie 
substitution u' — u, v' = l]v, w' = l[w, we obtain the equation 

1 ! , / ! / I ! αιοο^ ~Ί~αοιι 7 ' 7 i α ιοι^ 7 + α ι ι ο ^ ~7+αοιο " Τ + 
V W W V V 

~raooi 7 τ^οοο = 0> 
if 

i.e., multiplying by v'w'ja100, an equation of form (29.2). 
Thus, in every case, equation (29.1') can be reduced by homo-

graphic substitutions to a form containing no terms of the second 
degree. 

2. In the second part of our proof we shall reduce equation 
(29.3) to one of the canonical forms. 

a. If a t least one of the numbers blf b2, b3 is equal to zero, 
this can be done in a very elementary manner. For example, 
let fr3 = 0 and cb±b2 φ 0 ; wre have the identity 

A\ , bA 
•i u -t 

bll\ b2! 
which immediately gives 

bxu' 

U'V'ÎV'+^η'+b2v'+c = u'v'lw' — ) + — - [u' + ~\[v' +- ^ - | , 

b9v' I , b.bA bib» 
• —1—\W ^ + - ^ = 0. 

b2v + c \ c I c 

This equation becomes an equation of form (I) if we substitute 

u v 
u" = , v" = , w" = —cw'-\-bxb2· 

b,u'4-c boV'A-c 
If, besides b3 = 0, we also have c = 0, equation 

can be written in form (II) since dividing by u'v' we obtain 

and consequently w" -\-u" -\-v" = 0, where u" = b2ju' and 
v" = b^v'. 
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b. In order to investigate the case of c Φ 0 and bxb2b3 φ 0 
we shall introduce the notion of singular homography. This is 
what we call a correspondence between x and y defined by the 
equation 

axy+bx+ey+d = 0 (h0) 

if the coefficients a, b, c, and d satisfy the equality 

ad = be. (*) 

(If ad φ be, equation (h0) can be written in the form 

bx-\-d 

ax-\-c 

and this defines homography in the usual meaning of the term, 
since the determinant 

= ad—be 
\ a e\ 

is different from zero.) 
If a φ 0, the singular homography equation is of the form 

(ax+c)(y+bla) = 0; 

if a = 0, then either b = 0, or c = 0, i.e., the equation becomes 

cy-\-d = 0 or bx+d = 0. 

In all cases, a certain value x0 (or y0) of one variable can have 
any value of the other variable correspond to i t ; for we can 
see that , in the case of a φ 0, for x0 =—e\a we can have an ar-
bitrary y and for y0 = —b\a we can have an arbitrary x\ in 
the case of a = 0, for y0 = — dje we can have an arbitrary x and 
for xQ — —djb we can have an arbitrary y. 

Now let us find for equation (29.3) a value iv'0—we shall call 
it the singular value of the equation—for which the equation 

w'Qu'v' -\-biU' -\-b2v' -\-b%WQ-\-c = 0 

will define singular homography between the variables u' and v' 

(generally, for a fixed value of w', equation (29.3) defines ordi-
nary homography). 

file://-/-biU'
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The value w'0 will be obtained, in view of condition (*), from 
the equation 

w£(&3u'i+c)—6A = °> 
i.e., from the equation 

hwOz+cwo—Wb2 = 0. (w) 

Similarly, the singular value of variable u' is a number u'Q 

for which equation (29.3), i.e., the equation 

UQV'W' -\-b2v
f+bzw

f -^-^U'Q-^-C = 0, 

defines singular homography ; the condition for tha t is the equality 

wi(&!<+c)-6263 = 0 
or 

b^+cuQ—bzbz = 0. (u) 

We shall similarly obtain the singular value of the variable 
v' from the equation 

by^+cvQ-bJz = 0. (v) 

Relations (u), (v) and (w) are equations of the second degree 
with a common discriminant 

Δ =c 2 +46 1 6 a 6 8 . 

Let us first consider the case of Δ — 0, i.e., c2 = —^b^b^ 

Let us effect a translation by substituting 

/ . C , , , , C ,1 I . C -

V = V -\ , W = W 
2bx 2b2 2b, 

we then obtain 

u'v'w' -\-bj_u'+b2v' -\-b3w' 

c ,, ,, c ,, ,, c „ 
■V W t£ IV U V + 

2\ 2\ 26. 3 

file://-/-bj_u'
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c- \ ,, /, . c- \ ,, , /, c + ' 6 ' + ^ ) " " + ( 6 ! + Ϊ Ϊ Λ Γ Τ + ^ Γ " 
r.2 

C3
 Λ C 

-3 he 

By hypothesis we have the free term c2 = —4δ1δ2δ3, and 
consequently the coefficients of u", v" and w" are equal to zero; 
we can thus write 

c c c 
u"v"w" v"w" u"w" —u"v" = 0. 

2bx 2b2 263 

Dividing by u"v"w"jc we obtain 

1 1 1 1 
2bxu" 2b2v" 2b%w" c 

and substituting 

= 0, 

« " < = * • " = ■ X 

2 ^ " 2 6 ^ " 

1 1 c-2\w" 
w"' = = — 

2bzw" c 2b^cw" 
we finally obtain 

u'"+v'"-\-io'" = 0, 

i.e. form (II). 
If the discriminant Δ is different from 0, we shall base the 

method of reducing equation (29.3) to a canonical form on an 
identity which contains the pairs of singular values of the equation, 
i.e., by equations (u), (v) and (w), the numbers 

-c- j /zT , -c+γΔ 
2\ ' x 2b, 
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I t is the identity 

( j / z f - c ) (u-u0) (v-v0) (w-tv0) + (\/J+c) (u-uJX 

X (v—Vj) (w—ivx) = 2)/zl (uvw+bxu+b2v+bzw+c). (29.4) 

This identity can be verified either by direct algebraic calcula-
tion or, on the basis of the unicity of the Taylor expansion, by 
finding the partial derivatives of both sides of the equation. 

Thus, if A Φ 0 and bxb2b3 φ 0, we can write equation (29.3) 
in the form 

cx(u'—u'0) (V'—V'0) (W' —w'Q)-\-c2(u' — UX) (ν'—V'X) (IV'—W'X) = 0. 

If A > 0, then the singular pairs u'0, u{, v'0, v[, w'0, w'x are 
different numbers; consequently, substituting 

,, u'—u'o ,, v'—v'o .. cx W'—W'Q 
u = — r , v = — r , w = · — r , 

u —ux v —vx c2 w —wx 

we finally obtain 

u"v"w" = 1, 

i.e., canonical form (I). 

If A < 0, (we have complex numbers u'0, uv ... and \ A in 
identity (29.4). Let us write this clearly: 

I , c W—A \ ,. /—7 Ί , c ir/—A \ 

/ , c i\/—A\l , c il/—AX 

In order to simplify the calculations let us write again this 
equation assuming 

x\/—A = 2bxu'+c, y\/—A = 2b2v'+c, z\/ —A = 2 6 3 w ' + c ; 

reducing by [y—A ) Sbxb2b3
 w e obtain 

(ιγ^Δ-c) (x+i) (y+i) (2+i) + (i]/Z3" +c) (z-i) (y-i) (z-i) = 0. 
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Performing the operations partly, we obtain 

[(-CX-^^A J + ifo/Zjs-c)] [(yZ-l)+i(y + Z)] + 

+ [(cx+i/^) + i(]/~Äx-c)][(yz-l) + i(-y-z)]==0. 

We can now omit the real part , which, as follows from identity 
(29.4) by comparison with the right side, is equal to zero. The 
imaginary par t will have the coefficient 

2(\/—Ax—c) (yz—l)—2(y+z) (cx+\/-A ) = 0. 

We thus have ultimately the equation 

Ι_£^4(^-ΐ)-(^+2) = ο, 
cx+\/ — A 

or, substituting 

γ—Δχ—c 
u = , , v = g, w = z, 

cx+γ —A 

a canonical equation of form (III) : 

u"'v"'w"f—u'"—υ'"—w'" = 0. 

The theorem on reducing the general equation of the third 
nomographic order to a canonical form by means of homographie 
substitutions is thus finally proved, since a superposition of 
a finite number of homographie substitutions is a homographie 
substitution (§9 ) . 

R e m a r k 1. In practical problems it is convenient to 
have the calculations needed to reduce a given equation to a ca-
nonical form divided into two parts in the same way as in 
the proof: 

1. We reduce the equation to the simplified form (29.3); 
2. We calculate the discriminant A and then find the singular 

values u0, ul9 v0) vv w0, wx writing the index t { 0 " if we have 
\ Δ with the sign + and the index " 1 " if we take \A with 
the sign —. 

a. If zJ > 0, we use identity (29.4) obtaining a t once canonical 
form (I). 
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b. If A < 0, we also use identity (29.4), but, knowing tha t 
the real par t of lihe left side is equal to zero, we calculate only 
the imaginary par t ; in performing the operations we multiply 
pairs of factors, \\/Δ— c) (u—uQ) and (v—v0) (w—iv0), because 
this brings us quicker to canonical form (III) . 

R e m a r k 2. Singular elements can also be found directly 
for the form (29.1 '), i.e., without reducing the equation to a simpli-
fied form ; in our proof, however, to make the calculations simpler, 
we have introduced form (29.3), because here the discriminant 
has a very simple structure and is obviously seen to be the same 
for all three equations, (u), (v) and (w). If the equation were 
left in the general form, the proof tha t the discriminants are 
equal would be lengthy. The reduction to a simpler form facilitates 
the calculations in one more respect: it shows clearly when we 
can pass to the canonical form directly without finding the singular 
values and when it is necessary to use identity (29.4). 

EXAMPLE 1. Reduce to a canonical form the equation 

—#sinty—o;+sin y—3 
log z = - u . 

x sin y—x-\-2 sin y—3 
S o l u t i o n . 1. Substituting u = x, v = sin y and w = log z, 

we obtain the equation 
uvw-\-2vw—uw-\-uv-\-u-\-v—%w-\-% = 0. 

Joining the first four terms we obtain a simplified form, 

(u+2) (v—l) (w+l)+u—2v+2w+u—v—3w+5 = 0, 
(u+2) (v—l) (w+l)+2u-3v—iv+5 = 0, 

U'V'IÜ'+2U'—3v'—w' — 1 = 0, 

where u = u'—2, v = v' + l and w = w' — \. 

2. In the second part of the solution we find the singular 
values : 

a. u'v'w'—3v'—iv' + (2u' — 1) = 0, u\2u' — 1)—3 = 0, 
2u'2—u'—3 = 0, whence u'0 = — 1 , u[ = 3/2. 

b. v'u'w'+2u'-w'-(3v' + l) = 0, - v ' ( 3 ? / + l ) + 2 = 0, 
3 l ? ' 2 + 1 / _ 2 = o, whence v'0 = — 1 , v[ = 2/3. 

c. w'u'v''+2u'-3v''-(w'' + !) = 0, -w'(w'+ l) + 6 = 0, 
w'2+w'—6 = 0, whence w'0 = —3, w[ = 2. 
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Since the discriminant Δ is equal to ( —1)2+4.2(—3) ( —1) 
= 25, identity (29.4) gives in this case 

(5+l)(u'+l)(v'+l)(w'+3) + (5-l)(u'--3l2){v'-2l3){w,--2) = 0 

or 
3 u' + l v' + l w' + 3 _ 

2 u'-3\2 v'-2\3 w'-2 ~~ 

Coming back to the original variables, i.e., writing 

u' = u+2 = x+2, v' = v— 1 = sin y—1, 

w' = 1+w = 1 +log z 

we finally obtain canonical form (I) : 

9 # + 3 sin y 4+log z ^ χ 

2 # + l 3 sin y—5 — 1+log z 

EXAMPLE 2. Write in a canonical form the equation 

\ x —5y2—6 

y2\/x+2 

S o l u t i o n . 1. Substituting u = \/x, v = y2 and w = z, 
we can see that the equation 

uvw—u-\-5v-\-2w-\-§ = 0 

already has a simplified form. 
2. We seek the singular values: 
a. uvw+5v+2w+(—u+6) = 0, u(—u+6) —10 = 10, 

whence u0 = 3—i, ux = 3 + i. 
b. tmw—Μ+2Μ+(5Ι ;+6 ) = 0, v(5v+6)+2 = 0, 

whence v0 = —3/5—^/5, ^ = — 3/5 + Î/5. 
c. wav—w+5v+(2tt;+6) = 0, w(2w+6)+5 = 0, 

whence w0 =— 3/2—i'/2, wx == — 3/2+Î/2. 

By identity (29.4) we can write our equation in the form 

(2i-6) ( t t - 3+ i ) ( t '+3/5+i/5) (w+3/2+i/2) + 
+ (2i+6) ( ^ - 3 - 0 (v+3/5- i /5) {w+3j2-ij2) = 0. 

To simplify the calculations, substitute 

u' = u—3, v' = 5v+3, w' = 2w+3; 
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we then obtain 

(i-3) (u'+i) (v'+i) (iv'+i)+(i+3) (u'—i) (v'—i) (w'-i) = 0 
or 

[(-3u'-l)+i(u'-3)] [(v'w'-l)+i(v'+w')] + 

+ [(3u'+l)+i{u'-3)] [{v'w'-l)+i{-v'-w')] = 0. 

Calculating the imaginary part we finally obtain 

2(u'-3) (v'w'-l)+2(-3u'-l) (v'+w') = 0 
or 

u'—3 
(v'w —\)—v'—wf = 0. 

3 u ' - l 
We have reduced the equation to form (III) : 

* - 6 (%2+3) (2z+3) = ±^=J- + (5^+3) + (2*+3). 
3yx—8 3yx—s 

EXAMPLE 3. Write in a canonical form the equation 

3 cos y—2 sin x—12 log z = ; . 
s in 7T nna -?/—I—fi 

S o l u t i o n . 1. Writing u = sin x, v = cosy, w = logz, 
we have 

uvw+Gw—3v+2u+12 = 0. 

This is a simplified form. 
2. We find the singular values: 
a. îwu>—3tf+6w+(2w+12) = 0, u(2u+l2) + \8 = 0, 

tt2+6%+9 = 0, whence u0 — % = —3. 
b. tww+2tt+6w+(—3t;+12) - 0, v(—3v+12)-12 = 0, 

v2—4^+4 = 0, whence t>0 = % = 2. 
c. wiw+2%—3v+(6w+12) = 0, w(6w+l2)+6 = 0, 

w2,J
r2wJ

r\ = 0, whence w0 = wx = — 1 . 
2. We substitute 

u' = w+3, v' = v—2, w' — w+1 
and obtain 

fa'-3) (v'+2) ( w ' - l ) + 2 ( ^ ' - 3 ) -3(v'+2)+6(w'-l) + l2 

= u'v'w'—u'v'-\-2u'w'—Sv'w' = 0. 
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Dividing by u'v'w' we obtain the canonical form 

_±+±_±+,_ο. 
U V W 

u' v' w' 

3 , 2 - l o g ^ = 0 

3 + sina; 2—cos 2/ 1+logz 

EXAMPLE 4. Reduce to a canonical form the equation 

x2y+3x2z3+2yz*+5z* = 0. 

S o l u t i o n . Here the transformations are elementary ; we 
assume 

u = x2, v = y, w = zs 

and obtain in succession 

uv-\-3uw -{-2vw-\-5w = 0, 

uv 
\-3u+2v+5 = 0, 

w 

w \u 5 / \ v 5/ 5 

\w 5 / \ϋ 5 / \Jw—6/5 

\w / \ v / 5—6w 

substituting the original variables, we finally obtain 

(£ + , ) / · + , ) * + , _ * 
U2 / \ y /5 -6z 3 

Exercises 

Reduce the following equations to a canonical form: 
1. uvw-{-3uv-\-4:Vw — 5uw-\-u—v-\-8w— 1 = 0. 
2. —2uvw-\-uv — uw-\-vw-{-\ = 0. 
3. wvw = u-\-v—w. 
4. uvw-\-u-\-v-\-2w-\-2 = 0. 
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§ 30. Equations of the fourth nomographic order 

An equation of the fourth order (in the sense of nomography) 
contains four linearly independent functions : one function of the 
variable x, namely fx(x), one function of the variable y, namely 

f2(y), and two functions of the variable z, namely φ3(ζ) and ψ3{ζ). 

I t is an equation of the form 

where a12, β12 and γ12 are nomographic polynomials with variables 
/]_ and /2 . Let us write this in a homogeneous form, 

<h2<P3+ßl2V>3 + yi2X$ = 0, (30.1) 

which, divided by χζ, can give us of course the preceding form 
(thus equation (30.1) is not of the fifth order although five func-
tions occur in it, since it can be reduced to the fourth order). 

The coefficients in equation (30.1) are nomographic polyno-
mials : 

<*12 = ailflf2 + a2lfl + a3lf2 + a*l> 

Pl2 — αΐ2./ΐ/2 + α22/ΐ + α32/2 + α42> 

7l2 = = ai3JlJ2 \~a23Jlia3Zj2~T^43* 

I t will be observed tha t the general Clark equation, 

ΛΛ Ψ* +(/ΐ+Λ) V>3 + *3 = °> 
is, under the assumption of linear independence of φ3 and ψ3, an 
equation of the fourth nomographic order. Similarly, the Cauchy 
equation 

/i^a+AVs+Zs = °> 
is a special equation of the fourth nomographic order. 

I t will thus be seen tha t every equation of the fourth nomo-
graphic order can be represented, by a homographie transformation 
of one of the va r i ab les^ and / 2 , in the Clark form or in the Cauchy 
form. 

THEOREM. Every equation of the fourth nomographic order can 

be reduced to one of the canonical forms, 

FiF2^3Jr (Fx+F2) ï /
3 + X 3 = 0 {the Clark equation), 

Fx0z+F2Ψ3+Χ3 = 0 (the Cauchy equation), 
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where Fxis a homographie function of the variable f^ F2 is a linear 

function of the variable /2, and Φ3, Ψ3 and X3 are linear functions 

of the variables φ3, ψο and χζ. 

P r o o f . Write equation (30.1) in the form 

(^U^3 + ^12?^ + %3Z3)/l/2 + (a21^3+a22V;3+a23Z3)/l + 

+ (^1^3 + %2^3 + a 33^) / 2 + Kl993+«42^3+a43Z3) = 0 
and denote the coefficients of fxf2, f1 and f2 and the free term by 
Lx, L2, L3 and Z/4 respectively ; we thus have 

^11^3 + ^12^3 + ^ 3 / 3 = LV 

«21<?°3+α22Υ>3 + α23Ζ3 = L2> 

«•3l993 + a32V;3 + a 33Z3 : 
(1) 

«41^3+α42^3 + α43Ζ3 = Α ^ 
In our further considerations we shall use the fact tha t the 

determinant of this system is equal to zero, i.e., t ha t 
\αΛΛ αΛ9 αΛι L·^ 

fr4l 

^12 

*22 

^42 ^43 

= 0; (Cl) 

this follows from the fact tha t (1), as a system of four linear equa-
tions with coefficients aik and free terms Lk, is solved by φ3) ψ3 

and χ3, none of which is equal to zero by hypothesis. 
Expanding the determinant according to the last column 

we obtain equation (Cl) in the form 

AJj^—AJji+AiLs—AJji = 0, (Cl) 

where Alt A2, A3 and A4 are subdeterminants of the terms Ll9 

L2, L3 and L4. 

Equation (Cl) is termed the Clark identity. 

Proceeding to the proof proper let us ask whether there exists 
a homographie transformation 

Λ = (P) 

(i.e., such tha t 

equation. 

« ß 
y ô 

Yf'+à 
Φ 01 which turns equation (30.1) into a Clark 
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Let us write equation (30.1) in the form 

and perform substitution (p); multiplying by the denominator 
we obtain the equation 

L1(afl+ß)ft+Lt(aft+ß)+Laft(Yfl + d)+Lt{yft + o) = 0, 
(aL1+ßL3)rj2+(aL2+yLl)f: + (ßL1+OL3)f2+(ßL2+eLi) = 0. 

This equation will have a Clark form if the coefficient of /x* is 
equal to the coefficient of /2 : 

aL2+yLA = ßL1+6L3. 

As can be seen from the Clark identity, the last equation will 
be satisfied for all values of φ3, ψ^ and χ3 if we take 

a = A2, β = Al9 γ = Α^ and ô — A3. 

Let us discuss the following cases: 

a. ' = A2A?t-AlA4t φ 0. 
\y ^I 

b. A2AZ = A1A±, but At are not all equal to zero. 
c. A± = A2 = A3 = A± = 0. 
In case a., as has been verified, the homography 

f =AJl±A 
ΛΛ*+Λ 

transforms equation (30.1) into a Clark equation. 
In case b., without asking ourselves whether there exists another 

homographie transformation (i.e., such that a : β : γ : ô 
Φ Α2:Αι:Α^:Α3), let us verify whether it is possible by translating 

Λ=/Γ+™, h=fî+n 
to reduce the given equation to a Cauchy form. We should then 
have the equation 

LiUl+m) Ut+n)+Li(R+m)+Lz(Jt+n)+Li = 0, 
or 

L1fiy: + (nL1+L2)f* + (mL1+L3)f2*+mL2+nL,+ 
+L^mnL1 = 0. (Ca) 
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For example, if A± φ 0, it will be seen that assuming 

m = A2jA^ n=—A3jA^ 

we shall have by the Clark identity and the assumption A2A3 

= AXA± and Α±φ0 

mL2-\-nL3
J[-L^J

rm7iL1 = — L 2 -L?+LA -^ 

= -{ALi-A2L2+A3Ls-A4LA) = 0 
A 

for every value of functions φ3, ψ3 and χ3. 
Now assuming in equation (Ca) 

3 A At 

and 
/ r = v/r, ft* = i//;. 

we obtain 

ΦζΪΓ + ΨζΪΓ+ίι = 0, 
i.e., an equation of the Cauchy form. 

If A± — 0, then by the assumption of A2A3 = AXA± we should 
have A2 = 0 or A3 = 0. Assume that, say, A2 = 0. The Clark 
identity becomes 

AlL1-A3L3 = 0. 

At least one of the coefficients Αλ and A3 is different from zero ; 
e.g., if A3 φ 0, then 

£3 = ~r^i 

and equation (30.1) becomes 

A» 

or 
£ ·(Λ +ί)Λ +ΜΛ +ί)+ ί*-£ ΐΑ=°' 
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Assuming that 

have 
A+AJA, = 1//* 

lLt-LtjAft+LJt+La = 0, 

i.e., also an equation of the Cauchy form. 
We follow a similar procedure if A2 Φ 0 and Az φ 0. 
If A± = A3 = A2 = 0 φ Ax, then equation (30.1) is an equation 

of the third nomographic order, since the Clark identity implies 
Lx = 0 for all values of the third variable. 

In case c , for Ax = A2 = A3 = A^ = 0, we shall prove that 
equation (30.1) is an equation of the third nomographic order. 

Accordingly, let us assume that at least one of the subdeter-
minants of the matrix 

an av 

a21 a2! 

α»Λ a 32 ^33 

'43 

(t) 

is different from zero; e.g., let 

= «33 Φ 0. (c) 
* 2 1 " 2 2 I 

Let us write the system of equations 
αΐ1^3 + αΐ2^3 + αΐ3Ζ3 = A > 
α21^3 + α22 ̂ 3 + ^23 Z3 = LV 

Since the determinant of this system is equal to zero, 

(1Λη dV 

(^99 QO;. 

« o i « : 32 ^33 

= 0, 

multiplying these equations by the subdeterminants a13> a23, 
a33 of the terms of the last column we obtain zero : 

0 = a^L^—a^L^a^L^ 

we 
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whence by the assumption (c) tha t α33 φ 0 

Similarly, a system of equations 

αηφ+α12ψ+αηχ = Ll9 

αΑ\Ψ+α^Ρ+α^Χ = Ai> 
in view of its determinant being equal to zero, gives us 

where 
, (III ^ 1 2 l / ^21 ^22 

a23 = and «13 = · 
I ^41 4̂2 I I a4l tt42 

Equation (30.1) assumes the form 

^3^LJif2+a^Lzfi + (a2^L2—ai:J,i)f2+(a^ = 0 

or, on dividing by Lv 

I t is an equation of the third nomographic order because the 
third variable z occurs only in the function L2jLv 

If all the subdeterminants of the second row of table (t) were 
equal to zero, then—as we know—its rows would be proportional 
and the expressions Lx, L2, L3 and Z>4 would of course also be pro-
portional : 

L>i : L2 : L3 : L4 = c± : c2 : c3 : c4 ; 

equation (30.1) would then assume the form 

^ ( C i / i / a + C a / i + C a / a + C j ) = 0. 
c i 

I t would be a singular relation between the variables x, y and 
z: arbitrary values of # and y would always have the same number 
z corresponding to them, namely the root of the equation Lx = 0 ; 
and to numbers z for which Σλ(ζ) φ 0 there would correspond 
pairs of numbers x and y satisfying the equation 

C1/1/2+C2/1+C3/2+C4 = 0. 
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Clearly, it is only the last equation that could profitably be 
represented by a nomogram (a double scale). 

The theorem on reducing an equation of the fourth nomographic 
order to the Clark form or to the Cauchy form has thus been 
proved for all cases. 

EXAMPLE 1. Reduce to a canonical form the equation: 

(xy+z+y+l)]/z~+ï +(xy-x+3y+2)]/z^2 +(2xy+3) = 0. 

We have φ3 = }/z+l, ψ% = yz-\-2 and χ3 = 1. 
We write the equation in the form 

^(Ç?3+V,3 + 2Z3) + ^(9?3-^3 + ^ 3 ) + 

with coefficients depending on z: 

Ll = <Ρ3 + ψ3 + 2%3> 
L2 = <?3-^3> 

^ 3 = ψζ + %3> 

LA = <P3 + 2W3 + 3%3-

The Clark identity for this example will have the form 
Il 1 2 D J 
1 -1 ° ^ L 0 
1 3 0 L3\ 

|l 2 3 LJ 
or 

12£χ—4L2+0L8—8L4 = 0. 

On the strength of the theorem which has been proved the 
homographie substitution 

_ 4z* + 12 _ x*+3 

~~ Sx*+0 2x* 

reduces the equation to the Clark form 

L1{x*+3)y+L2{x*+3)+L3y.2x*+L^2x* = 0, 
(L1+2L,)x*y+(2L^+L2)x*+3L1y+3L2 = 0, 

(3φζ+7ψα+2χζ)χ*ν+(3φ3+3ψζ+6χΒ)χ* + 

+ (3<pz+3y>3+6x3)y+3(pz-3yj3 = 0. 
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Reverting to the variables x and z we finally obtain 

( 3 ^ + 1 + 7 ^ ^ + 2 +2) — — y+(3 \z~+\ + 
2x— 1 

_ 3 1 / 2 + 2 + 6 ) | y ~ - + y j + 3 v / 2 + T - 3 | / 2 - 0 . 

As we see, this is a Clark form. 

EXAMPLE 2. Reduce to a canonical form the equation 

(sin x cos y-\-2 sin # + 3 cos y— 1) sin z + 

+ (2 sin a; cos y—sin #+cos y+3) sin 2z+ 

+ (3 sin a; cos ?/+4 sin #+7 cos ?/— 1) sin 3z = 0. 

S o l u t i o n . Let us substitute 

sin # = u, cos y = v, sin z = ι^, 

sin 2z = w2, sin 3z — w3 

and let us represent the left side as a polynomial with variables 
u and v. We obtain 

Z^iw+Z^w+J^v+Z^ = 0, 
where 

Lx = ^ + 2 ^ + 3 ^ , 
Z2 = 2w1— w2+4w3, 
£3 = 3wx+ w2+7w3, 
Z4 = —w1+3w2— w^. 

The Clark identity assumes the form 
1 2 3 Zx 

(1) 

2 - 1 4 Z, 
1 7 Z, 

0ZJ-0Z2+0Z3—0Z4 = 0. 
3 

-1 3 - 1 Z4| 

Since all the coefficients in the Clark identity are equal to 
zero, the equation is of the third nomographic order. Equations 
(1) give us 

Z3 = Lx+L2 and Z4 = Lx—L2\ 
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we thus have the form 

L1uv-}-L2u-\-(L1-\-L2)v-\-(L1—L2) = 0 

or 
L^uv + v + V+L^u+v—l) = 0, 

IJO 1JÎ> X/o Λ 

uv+v+l + —u+—v - = 0, 
L± Lx Lx 

which is indeed an equation of the third nomographic order 
because only three linearly independent functions occur in it: 

sin x, v = cos y and 
L1 2 sin z —sin 2^+4 sin z 

L2 sin z+2 sin 2^+3 sin 3z 

EXAMPLE 3. Reduce to a canonical form the equation 

(xy—x) z+{xy+x+y+l)z2 + (xy—x+y—l)z* = 0. 

S o l u t i o n . We write the equation in the form 

xy(z+zZ+z^+x(-z+zZ-zZ)+y(z*+zZ) + (z*-zZ) = 0. 

We have here 
z+z*+z* = Lx, 

-Z + Z2-Z* = L2, 

z*+z* = L3, 

Z*-Z* = LA, 

whence the Clark identity is given by the equality 

1 1 I LA 

-1 1 
0 1 

1 L2 

1 i a 

0 1 - 1 LA 

= 2L1+2L2-2L3-2L^ = 0. 

Condition Α2Α3—Α1Α^ = 0 being satisfied, the equation 
can be represented in the Cauchy form by means of a translation 

x = x*+A2JAA =■= x*-l and y = y*—A3jA^ = y* + l, 

(x*- I) (y* + l) Lx + (x*-l) L2+(y* + l) L3+L, = 0, 

xYL.+x^L.+L^+i/i-L^L^+L.-L^L.+L, = 0, 
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but L1-\-L2—Ls—L^ = 0, and so 

x*y*L1+x*(L1+L2)+y*(L,-L1) = 0, 

(Lz-LJ - l - +(Li+LJ - — +L, = 0, 
x+l y—\ 

2 . J L _ + 2 2 2 . J_ + ( 3 + ^ + 2 8 ) = o. 
s+1 1-?/ 

The last equation has the Cauchy canonical form. 

Exercises 

Reduce to canonical forms the following equations: 
1. 3uvw-\-3vw — uw-\-2uw2 — 2w2-\-?mv — w — Gv — 2u-\-2 = 0. 
2. cos z sin2?/—sin z cos x cos2y-\-cos x cos z — sin 2 cos2y-\-cos z + 1 = 0. 
3. uvw-\-uvw2-\-5uw2-\-3uw-{-3vw—vw2 — 5w2 — Guv-\-3w — 2Qu-\-2v-\-14 
= 0 . 
4. sin2a; cos 2/ — sin3z-j-sin3?/ sin a;— sin x — sin2y-\-sin x cos y sin32 — 0. 

§ 31. Criteria of nomogrammability of a function 

Function F(x, y, z) is said to be nomogramrnable if there exist 
functions 

Xt(x)9 Yi(y) and Zt(z), i = 1,2,3 

for which we have the identity 

\Xl(x) Χ2(χ) X3^)\ 

F(x,y,z) = \Y1(y) Y2(y) T3(y)\. (31.0) 

\Z1(z) Z2(z) Z,(z)\ 

In § 26 we proved the nomogrammability of functions 

F(z,y,z)=Mx)My)f,(*)-l 
and of functions 

and 

(Λ-Λ) (Λ-Λ) (/s-/i) (ΛΛΛ-1). 
but the Massau method, which was used, gave no answer in the 
case where the corresponding functions G and H (26.2) could not 
be found. 
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In this section we shall give the necessary and sufficient 
conditions of nomogrammability of a function. 

31.1. Let us first deal with the particular case of function 
F depending on two variables. 

The necessary and sufficient condition for a function of two 
variables F(x, y) to be of the form 

F(x, y) = Xi(x) Xz(x) 

YM YM 

in a rectangular domain D is the identity 

(31.1) 

F(x,b).F(a,y) F(x, b') . F(a', y) 
fix, y) = f-

F(a, b) F(a', b') 

F I G . 152 

ξ^Χ^χ), η=Χ2(χ), 

and a curve Cy with parametric equations 

t = YM, v = Y»iy), 

(CJ 

(Cy) 

for two pairs, a, b' and a', b, such that 

F(a, b') = F(a', b) = 0 and F(a} b) φ 0 φ F(a', b'). (31.2) 

N e c e s s i t y : Assume that there exists a representation of 
form (31.1) and consider a curve Cx with parametric equations 
(Fig. 152) 
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Let ξ' and η' be different straight lines starting from the 
origin 0 of the system, let the line ξ' intersect the curves Cx and 
Cy at points corresponding to the values x = a and y = b' and 
let the line y' intersect the curves Cx and Cy at points corresponding 
to the values x = a' and y = b. 

It will be observed that the values of function F(x, y) are 
proportional to the area of a triangle with one vertex at the 
origin of the system, the second lying on the curve Cx and the 
third on the curve Cy. Let us change the system ξ, η into 
the system of axes ξ', η'. The abscissas of the points corre-
sponding to the values a' and b will be equal to zero, and the 
ordinates of the points corresponding to the values a and b' 
will also be equal to zero. We shall thus obtain 

F(a', y) = 

F(a, y) = 

F(x, b) = 

0 X2(a') 

YM r,(y) 
X^a) 0 

YM Uy) 
Xx(x) X2(x) 

0 Y2(b) 

F(x, b') = 
1 Yi(b') 0 

| = - Χ ϊ ( ο ' ) Γ 1 ( » ) , 

= X1(a)r,(y), 

= Υ,ΜΧ^χ), 

= -y1(6')x,(*). 

These equations imply that 

F(x, y) = X^x) Y2(y)-X2(x) Y^y) 

= k1F(x,b)I ••(a,y)+k.F(x,b')F{a',y). 

The constants kx and k2 will be found by substituting x = a, 
y = b and then x = a', y = b' : 

F(a\ b') = 0+k2F(a', b')F(a', 6'), 

F(a, b) = k±F(a, b)F(a, 6)+0; 

we obtain 

kx = 1 
F(a, b) 

and fC2 — 
1 

F(a',b') 
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and thus finally 

Fix y) = F^F(?lA + F{x,b')F(a', y) 

F(a, b) F(a', b') 

F(x, b) 

F{af,y) 

F(a\ b') 

Ά<*, y) 
F{a, b) 

The s u f f i c i e n c y of the condition is obvious. 

R e m a r k 1. The proof can be conducted in a purely alge-
braic way ; however, the way which has been chosen here shows 
the naturalness of assumption (31.2). Moreover, it is obvious tha t 
if there exists one representation of form (31.1), then there exist 
infinitely many such representations. 

Using this theorem we can decide whether an equation of 
the form 

z = F{x, y) (31.3) 

is a Cauchy equation. Obviously if a function F(x, y) has a re-
presentation (31.1) and one of the "partial ' ' functions 

F(x, b'), F{x, 6), F(a\ y), F(a, y) 

is constant, then equation (31.3) is a Cauchy equation. 

31.2. Let us now consider a function of three variables F{x, y, z) 

which can be represented in the determinant form (31.0). This 
form defines in a three-dimensional space ξ, η, ζ three curves Cx 

Cy and C. with parametric equations 

f = Xx(x), η = X2(x), ζ = Xz(x), (Cx) 

ξ = Y.iy), η = Y2(y), ζ = Y3(y)> (Cy) 

ξ = Zx(z), η = Z2(z), ζ = Z3(z). (Cz) 

As in the case of two variables, equality (31.0) signifies tha t 
the values of function F(x, y, z) are proportioi al to the volumes 
of tetrahedrons having one of their vertices a t the origin 0 of 
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the system and the remaining ones, successively, on curves Cxi 

Oy and Gz. 
Let us choose numbers a, b and c in such a way that the straight 

lines joining the origin 0 of the system with points AeCx, BeCy 

and CeCz, corresponding to the values x = a, y = b and z = c 
respectively, will not lie in one plane (Fig. 153). We thus have 
an inequality 

F(a,b,c)^0. (31.4) 

F I G . 153 

Denote by α', b't c' such numbers that 

F(a',b,c)=0, F(a,b',c) = 0, F(a,b,c') = 0. (31.5) 

Take the straight line OA as the |'-axis, the straight line OB 
as the ?/-axis and the straight line OC as the £'-axis (Fig. 153). 
Let us also assume that in our system of coordinates none of the 
points Α', Β', C, corresponding to the values x = a', y = b' 
and z = c', lies on any of the axes of the system. This means that 

F(a,b',c')^0, F(a',b,c')^0, F(a', b', c) φ 0. (31.6) 

Assume that function F(x, y, z) has a representation of form 
(31.0), numbers a, b, c, a', b', c' being such that conditions (31.4), 
(31.5) and (31.6) are satisfied. 
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The values of functions X/(#), Yi(y) and Ζ,·(ζ) are found by 
substituting values in equation (31.0) as follows: 

iX^x) X2(x) X3(x)\ 

F(x,b,c) = \0 X2(b) 0 
10 0 Zs(c) 

I Xx{x) X2(x) X3(x) 

F(x, b', c) = Υ,φ') 0 Y3(b') | 
I 0 0 Z3(c) 

\Xt(x) X2(x) Xs(x) 

F(x, b, c') = 0 Y2(b) 0 

\Zi(c') Zt(e') 0 

|0 Χ,(α') X3(a')\ 

F(a',y,e)= ^ (y) Y2(y) Ys(y) 

| θ 0 Z,(c) 

I Z^o) 0 0 
F(a,y,c) = \ΥΜ Y2(y) Y3(y)\ 

10 0 Z3(c) 

IX^a) 0 0 
*■(«,?,<;') = ^(y) Γ2(2/) 7,(2/) j 

k(c') Z,(c') 0 

= c.X^x), (31.7) 

= c2X2(a;), (31.8) 

c,X3(x), (31.9) 

^ ( j / ) , (31.10) 

= c5Y2(y), (31.11) 

= c,r8(y), (31.12) 

f(a ' , b, z) : 

F(a, b', z) 

F(a, b, z) = 

0 X2(a') X3(a') 

0 Y2(b) 0 
Z^z) Z2(z) Z3(z) 

Zj(a) 0 0 

Υ,φ') 0 7S(6') 
Zx{z) Z2(z) Z3(z) 

X^a) 0 0 
0 Y2(b) 0 
Z,(2) Z2(z) Z3(z) 

c.Z^z), (31.13) 

c8Z2(2), (31.14) 

= c9Z3(z). (31.15) 
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Expanding determinant (31.0) and taking into consideration 
equations (31.7)-(31.15) we obtain 

F(x, y, z) = kxF{xy b, c) F {a, y, c) F (a, b, z) + 

+fc2 F(x, b\ c) F(a, y, c') F(a, b, z) + 

+k3F(x} 6, c') F(a\ y, c) F(a, b', z) + 

+ ktF(x, 6, c') F(a, y, c) F(a', b, z) + 

+k5F(x, b\ c) F(a', y, c) F(a, b, z) + 

+k6F(x, b, c) F(a, y, c') F{a, b', z). (31.16) 

In order to find the coefficients kx, ..., k6, let us substitute 
successively the threes of numbers abc, ab'c'', a'bc', a'b'c, a'b'c' 

F(a9 6, c) = k±F(a9 6, c) F(a, 6, c) F( a, b, c), 
F(a, &', c') = -k6F(at b, c) F(a, &', c') F(a, b', c'), 
F(a', b, c') = —kAF(a', b, c') F(a, 6, c) F(a', 6, c'), 
F(a', bf, c) = —k5F(a', V, c) F(a', 6', c) F(a, b, c), 

F(a', b', c') = (k2+kz) F(a', ft', c) F(a, b\ c') F(a\ b, c'); 
we obtain 

1 
h 

h = 

h 

k6 — 

F(a, 6, c)2 

- 1 
F(a, 

F(a, 

b, 

A 

c)F(a' 

- 1 
c)F(a' 

1 

,b, 

,b' 

C) 

,c) 

(31.17) 

F(a,b, c)F(a, b',c') 

The right side of equation (31.16) can be written in the form 
of determinant (31.0) if and only if the coefficients kt satisfy the 
equation 

kxk2k^+k^kbk% = 0. (31.18) 

Hence, taking into account equations (31.17), we obtain 
a second equation containing k% and &3: 

1 
^2^3 — 

F(a, b, c) F(a, b't c') F{a', b, c') F(a\ b', c) 
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The coefficients k2 and &3 are thus the roots of the equation 

F(a, b, c) F(at b\ c') F(a', b, c', ) F(a', b', c)k2-

~F(a, 6, c) F(a', b', c')k+l = 0. (31.19) 

We have proved the following theorem: 
A necessary and sufficient condition for a function of three 

variables F(x, y, z) to be nomogrammable is the identity 

\F(x,b,c) F(x,b',c) F(x,b,c') I 

A?2 

F(x, y, z) = 

k 
-*-F(a',y,c) F(a,y,c) ■F{a,y,c') 

ktF(a', b, z) ^ F(a, b', z) ^ F(a, b, z) 
fc9 

in which 

F(a, 6, cf) = 0, F(a, b\ c) = 0, F(a\ b, c) = 0, 

F(a, b', c') φ 0, F(a', b, c') φ 0, F(a', b'f c) φ 0, 

and the numbers &!, . . . , &6 are defined by equations (31.17) 
and (31.19). 

EXAMPLE. Write in form (31.0) the function 

F(x, y, z) = 3x2yz2—xy2z2—xy2z-\-x2yzJ
rxy2—xz2—y2z — 

—2xyz—yx2—3yz—xz-\-y2-\-x—zJ
rl. 

Take 

We obtain 

a = 0, 6 = 0, 0. 

F(x, b, c) = x+1, i.e., a' = — 1, 

F(a, y, c) = y2+l, i.e., bf = i, 

F(a} b, z) = l—z, i.e., c' = 1, 
and 

F(a, b, c) = 1, F(a', b\ c') = 4i, 

F(a, b', c) =-3i, F(a', b, c') = 1, F(a\ b', c) = - i . 

Hence we find 

* i = 1, - 1 , k5 — i, k6 

^ Τ ^ — ~~ 3'*> k2 . k% = —3 and k2 = —i. 
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Substituting the above in equation (33.20) we find tha t 

\x-\-l — ix2 —x 

F(x,y,z)=\ iy y2 + 1 -siy\ 

-z2 -iz l-z 

l-\-x x2 x 

y y2+l 3y 

z2 z l-z 

§ 32. Criterion of Saint Robert 

Considerations regarding the representation of a given relation 
containing three variables by means of collineation (or linear 
lattice) nomograms are of algebraic nature. There are a great 
many cases in which other methods, based on the differential 
calculus, give quicker results. Those methods use a few elementary 
theorems, known from the study of differential and integral 
calculus. One of them is the theorem on transforming a function 
of many variables into a sum of components each of which is 
dependent on one variable only. 

THEOREM 1. A function F(x, y, z) can be represented in the 

form 

F(x, y, z) = Ux)+My)+m (32.1) 

if and only if all mixed partial derivatives of second order of function 

F are equal to zero, i.e., if and only if the equations 

d2F d2F d2F 

dydz dxdz dxdy 
0 (32.2) 

are satisfied for all x and y of a certain space domain. 

Proof of n e c e s s i t y . If equation (32.1) is satisfied, then 
of course equations (32.2) hold. 

The s u f f i c i e n c y of the condition will be proved 
first for a function of two variables. 

If 

d*G(x, y) 

dxdy 
= 0 for xx < x < x2, yx < y < y2, (32.3) 

file:///x-/-l
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then, as we know, we shall obtain by integration with respect to y 

ÔGjdx = c, 

where c is a function independent of y, i.e. c = <p(x) ; integrating 
with respect to x we have 

G = j φ(χ) dx~\-cv 

where c± is independent oi x: c± = f2(y). We finally obtain 

G = J<p(x)dx+c1=f1(x)+My). 

If F(x, y, z) is a function of three variables satisfying condi-
tions (32.2), then, just as for two variables, from equation 
d2Fjdxdy = 0 we have 

dF/dx = φ(χ, ζ) ; 
however, since 

Ô(dFldx) _ 

dz -"' 

function φ does not depend on z, whence 

F = f <p{x)dx+y>{y, z) =Μχ)+ψ(ν, ζ). 

Since from the last equation we obtain by differentiation 

d2F _ 32/i 3hp d*y> 

dydz dydz dydz dydz 

we have, by assumption (32.2) and the validity of the theorem 
for two variables, 

ψ(ν>*) =f2(y)+fM> 
whence 

F(^y,z)=Mx)+f2(y)+Uz). 

For example, the equation 

uvw—u—v—iv = 0 

cannot be written in the form 

W=/l(*0+/2(«0. 
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because, finding w, we have 

u+v 
■ ψ(η, ν) 

and 
uv— 1 

dip(u, v) uv—I — (u-\-v)v — v2 — 1 
du (uv—l)2 (uv—l)2 

d2y)(u, v) —(uv—l)2 2ν+(ν2 + 1) 2(uv—1) w 

δ^δν (^ν—l)4 

-2w?;2+2z;+2?;2w+2^ ^ + ν 

(uv—l)3 (uv—l)3 

As we know, this implies tha t canonical equation (III) cannot 
be represented by a nomogram with three parallel scales, the 
w-scale being regular. 

THEOREM 2. A function F(x, y, z) is a product 

9i(x) 92(ν) 9s(z) 

if and only if the mixed partial derivatives of second order of function 

In F(x, y, z) are equal to zero. 

This is an obvious conclusion from the first theorem because 

In F = In ft+ln £ 2 + m g3. 

On the basis of this theorem we can prove tha t the third 
canonical equation (§ 27) cannot be written in the form 

du u-\-v uv—l 

d2lii2i; —1 (uv-l)l-vu 1 1 

dudv (u+v)2 (uv—l)2 (uv—l)2 (u+v)2 
Φ0. 

w = 9iW 92\vl· (32.4) 

Indeed, let us write 

u+v 
w = 

uv—1 
and In w = In (u-\-v)—ln (uv—l) 

and find the partial derivatives 
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^2 \oçr ID 

Since φ 0, representation (32.4) for canonical 
dudv 

equation (III) does not exist. This implies tha t we cannot draw 
an N-shaped nomogram with a regular w-scale. 

THEOREM 3. The equation F(x, y, z) = 0 can be written in the 

Cauchy form if and only if for a certain pair of variables, say x 

and y, the equality 

dF dF 
— : — = Ψι(χ) (f2(y) <ps(z) (32.5) 
ox dy 

holds for any values x, y, z satisfying the given equation. 

This is the so-called criterion of Saint Robert. 

The n e c e s s i t y of the condition is obvious, since if 

F(x, y, z) =f1(x) gz{z)+Uy) h(z) + l 

then 
dF dF 

— = / l 03» ~ = h h 
ex cy 

and 

vx dy f'2(y) h3(z) 

i.e., F'x/F'y is a product of three functions, each of them depending 
on one variable only. 

To show the s u f f i c i e n c y of the condition let us assume 
tha t equation (32.4) is satisfied and let us write it in the form 

1 dF < ̂  ^ dF n 
φ±(χ) dx dy 

I t is a partial differential equation of the first order. In order 
to integrate it we write the ordinary differential equation 

dx dy dz 

ll<Pi(x) -<P2(y)<Pz(z) ° 
Since function φ± is not constantly equal to zero, dz = 0, i.e. 

z = c is a first integral. Now let us take 

φχ(χ) dx = , where C = φ3{ζ). 
Ψ2(ν)° 
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Writing 

/ 
ψι(χ)άχ = f^x), I —^- = f2(y), 

<F2(y) 

we have, in view of 993(2:) = C, a new first integral 

fi(*)+<P*V)h(y) = Cv 

The general integral will be obtained by taking an arbitrary 

function ψ and writing 
<?i = y>(c), 

i.e., 

/iW+^WAM = v(*)· 
Dividing by —y>(z), we can see tha t equation F(x, y, z) must 

have a Cauchy form, 

y(z) y(z) 
Relation 

cF dF 
— : — = φχ(χ)φΜ (32.6) 

d# oy 
is a particular case of assumption (32.5). As follows from the 
proof, function F(x, y, z) is then of the form 

M*)+My) = v>(*) 

and consequently the coUineation nomogram is composed of three 
parallel scales and the lattice nomogram of three pencils of parallel 
lines (the Lalanne nomogram). 

By theorem 2 condition (32.6) can be replaced by the equation 

d2 

\dx dyj\ 
dxdy 

This is the so-called equation of Saint Robert. 

EXAMPLE 1. Find whether there exists a substitution 

* = / i ( « ) . » = / « ( » ) (32.7) 

which reduces the Clark equation 

aW»(2)+(*+SO A.C0 + 1 = 0, (32.8) 

to the Cauchy form. 
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We shall assume that the quotient ^{z)Jg^{z) = /3(2) is not 
a constant, since otherwise equation (32.8) would not be of the 
fourth nomographic order. 

Let us substitute in the Clark equation the unknown functions 
fx and /2 and let us write 

F(u, v, z) =Λ(«)/2(ί>) Λ(2)+(Λ(«)+Λ(« ' ) )Α. (2) + 1. 

If functions (32.7) existed, the expression 

dF :dF = /i/a(7s+/ift» =f?.g,+ h / ; = Λ+Λ /i 
^ ^ flf^+fih fl9z+h fi fl+fz Î2 

in which / 3 = A3 : #3, would have to be a product of factors 
dependent on one variable each. Since f'ilf'2 has a form like 
that, it is sufficient to find when 

Λ+Λ 
is also a product of this type. By theorem 2 the necessary and 
sufficient condition is that the mixed partial derivatives of second 
order of the expression 

ο = 1η(Λ+/3)-1η(Λ+Λ) 
be equal to zero; since 

dO _ fi dG _ f2 

du Λ+Λ dv /2+/3 

d*G _ f'j'z e*G _ -nn 
dudz (A+/3)2' dvdz (Λ+Λ)2 

we should thus have 
fifi = 0 and / i / i = 0, 

whence, in view of/3' φ 0, we should obtain equations f[ = 0 and 
/2' = 0, which is impossible because neither of the functions fx and 
/2 can be constant. 

Consequently a Clark equation cannot be transformed into 
a Cauchy equation by means of substitution (32.7). 

The application of the criterion of Saint Robert often involves 
very tedious calculations. To simplify our considerations let 
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us observe that the equation 
F(x, y, z) = 0 

represents in general a surface in a three dimensional space; 
it will be of the Cauchy type if every plane z = z0 intersects that 
surface along a straight line. This interpretation shows that the 
expression 

dF. dF 

dx dy 
as the slope of that straight line, is a number dependent only 
on variable z. Calculating this coefficient we must of course take 
into consideration the fact that the variables x and y of tha 
straight line satisfy the equation F = 0. 

If the equation F = 0 is not of the Cauchy form, we seek a func-
tion (32.7) which, substituted in the equation, gives that form 
to it: 

F(f1(u)f2(v)9z) = Fm(u,v9z). 

The substitution z = f3(w) is of course of no importance since 
it has no part in bringing the equation to the required form. 

EXAMPLE 2. Reduce to a canonical form the equation 
xy2z2-\-x2yz -\-xyz-xz2 -\-yz-\-xy = 0. (32.9) 

We have here 
dF m dF _ y2z2+2xyz+yz—z2+y 

dx dy 2xyz2-\-x2z-\-xz-\-z-\-x 

which, when we take equation (32.9) into account, assumes the 
value 
dF dF xyz—yzjx (x2yz—yz)y x2 — 1 y2 1 
dx dx xyz2-\-xz2jy {xy2z2-\-xz2)x x2 2/2 + l z 

equation (32.9) thus satisfies the Saint Robert condition. Inte-
grating it by the ordinary method we obtain 

x2 dF y2 1 dF _ 

x2—l dx y2 + l z dy 

x2—l 2/2 + l , dz 
dx = z ay = —, 

x2 y2 0 
x+ljx = (-y+lly)z+V(z), (32.10) 

file://-/-xyz-xz2
file://-/-yz-/-xy
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where ψ(ζ) is a function independent either of x or of y. We shall 
obtain its value from equation (32.9) if we take a concrete number 
for y. For example, let y = 1; equation (32.10) gives 

x+l/x = ψ(ζ), 

and equation (32.9) gives 

x2z+xz+z+x = 0 

or 
(x2+l)z = -x(z+l), x+l/x = -{z + l)z. 

We have finally obtained ψ(ζ) = — I — I/2 ; substituting this 
into (32.10) we have 

{X+l/X) + {y-l/y)z+{l + l/z) = 0. 

This equation is easily seen to be identical with equation 
(32.9). 

The search for differential criteria for the Clark equation 
and the Soreau equations leads to very complex relations. 
Research in this field, initiated by Gronvall (1) and continued by 
Bitner (2) and Smirnov (3), has not resulted in a form which could 
be used in practical problems. 

The problems here given concern only equations with three 
variables. Analogous problems for relations containing more 
than three variables are of less practical importance, because 
equations occurring in technology and natural sciences are in 
general easily replacable—through suitable substitutions—by 
a system of equations each of which is a relation of three 
variables. 

(*) T. A. G r o n v a l l , Sur les equations entre trois variables représen-
tables par des nomogrammes a points alignes, Journal de Mathématiques 
Pures et Appliquées 8 (1912), p . 59. 

(2) H. A. B i t n e r , Necessary and sufficient conditions for anamorphos-
ability of functions of three variables (in Russian), Nomograficheskii Sbornik 
(1935), pp. 77-104, and On the problem of general anamorphosis, Uchenyye 
Zapiski 28 (1939), pp. 7-14. 

(3) S. V. S m i r n o v , On the problem of the general anamorphosis 
(in Russian), Doklady Akademii Nauk SSSR, vol. LXV, 1949. 
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Exercises 

1. Reduce to the Cauchy form the equations 
a. x*zJ

ry
2z2-\-3x2z-4yz2^3xz + 4z2+z-tl = 0. 

b . xyz3-\-2xyz2Jryz3 -\-2xyz — xz2 — yz2 — 2xz-\-yz — xy\x — y — z-\-\ = 0. 
2. On the basisa)fl^he Saint Robert criterion state the condition which 

must be satisfied Icy \he coefficients of the general equation of the fourth 
nomographic order (3W) if the equation is to be reducible to the Cauchy 
canonical fogpm. 

file://-/-2xyz
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